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Abstract

We present a new test when there is a nuisance parameter \( \lambda \) under the alternative hypothesis. The test exploits the p-value occupation time \([\text{PVOT}]\), the measure of the subset of \( \lambda \) on which a p-value test based on a test statistic \( T_n(\lambda) \) rejects the null hypothesis. Key contributions are: (i) An asymptotic critical value upper bound for our test is the significance level \( \alpha \), making inference easy. Conversely, test statistic functionals need a bootstrap or simulation step which can still lead to size and power distortions, and bootstrapped or simulated critical values are not asymptotically valid under weak or non-identification. (ii) We only require \( T_n(\lambda) \) to have a known or bootstrappable limit distribution, hence we do not require \( \sqrt{n} \)-Gaussian asymptotics, and weak or non-identification is allowed. Finally, (iii) a test based on the transformed p-value \( \sup_{\lambda \in \Lambda} p_n(\lambda) \) may be conservative and in some cases have nearly trivial power, while the PVOT naturally controls for this by smoothing over the nuisance parameter space. We give examples and related controlled experiments concerning PVOT tests of: omitted nonlinearity; GARCH effects; and a one time structural break. Across cases, the PVOT test variously matches, dominates or strongly dominates standard tests based on the supremum p-value, or supremum or average test statistic (with wild bootstrapped p-value).
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1 Introduction

This paper develops a test for cases when a nuisance parameter \( \lambda \in \mathbb{R}^k \) is present under the alternative hypothesis \( H_1 \), where \( k \geq 1 \) is finite. Let \( \mathcal{Y}_n \equiv \{y_t\}_{t=1}^n \) be the observed sample of data with sample size \( n \geq 1 \), and let \( T_n(\lambda) \equiv T(\mathcal{Y}_n, \lambda) \) be a test statistic function of \( \lambda \) for testing a hypothesis \( H_0 \) about the data \( \mathcal{Y}_n \) against \( H_1 \). We assume \( T_n(\lambda) \geq 0 \), and that large values are indicative of \( H_1 \).

We present a simple smoothed p-value test based on the Lebesgue measure of the subset of \( \lambda \)'s on which we reject \( H_0 \) based on \( T_n(\lambda) \), defined as the \( P \)-Value Occupation Time \([\text{PVOT}]\). In order to focus ideas, we ignore cases where \( \lambda \) may be a set, interval, or function, or infinite dimensional as in nonparametic estimation problems.
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The PVOT has only been explored in Hill and Aguilar (2013) and Hill (2012) as a way to gain inference in the presence of a trimming tuning parameter. We extend the idea to test problems where \( \lambda \) is a nuisance parameter under \( H_1 \). We provide a complete asymptotic theory here for the first time.

Nuisance parameters under \( H_1 \) arise in two over-lapping cases. First, \( \lambda \) is part of the data generating process under \( H_1 \): \( \mathcal{Y}_n \) has a joint distribution \( f(y, \theta_0) \) for a unique point \( \theta_0 \) under \( H_0 \), while under \( H_1 \) the distribution \( f(y, \theta_0, \lambda) \) depends on some \( \lambda \). This arises, for example, in ARMA models with common roots (Andrews and Cheng, 2012); tests of no GARCH effects (Engle, Lilien, and Robins, 1987; Andrews, 2001); tests for common factors (Andrews and Ploberger, 1994); tests for a Box-Cox transformation; and structural change tests (Andrews, 1993). A standard example is the regression \( y_t = \beta_0' x_t + \gamma_0 h(\lambda, x_t) + \epsilon_t \) where \( x_t \) are covariates, and \( E[\epsilon_t|x_t] = 0 \) a.s. for unique \((\beta_0, \gamma_0)\). If \( H_0 : \gamma_0 = 0 \) is true then \( \lambda \) is not identified. This class includes the Box-Cox transform, neural networks, and regime switching models. See, e.g., White (1989), Andrews and Ploberger (1994), Terasvirta (1994), Hansen (1996) and Andrews and Cheng (2012).

Second, \( \lambda \) is used to compute an estimator, or perform a general model specification test, hence we can only say \( \mathcal{Y}_n \) has the joint distribution \( f(y, \theta_0) \) under \( H_0 \). This includes tests of omitted nonlinearity against general alternatives (White, 1989; Bierens, 1990; Bierens and Ploberger, 1997; Stinchcombe and White, 1998; Hill, 2012); and tests of marginal effects in models with mixed frequency data where \( \lambda \) is used to reduce regressor dimensionality (Ghysels, Santa-Clara, and Valkanov, 2004; Ghysels, Hill, and Motegi, 2016). An example is the regression \( y_t = \beta_0' x_t + \epsilon_t \) where we want to test \( H_0 : E[\epsilon_t|x_t] = 0 \) a.s. This is fundamentally different from the preceding example where \( E[\epsilon_t|x_t] = 0 \) a.s. is assumed. A test statistic can be based on the fact that \( E[\epsilon_t F(\lambda' x_t)] \neq 0 \text{ if and only if } E[\epsilon_t|x_t] = 0 \) a.s. is false, for all \( \lambda \in \Lambda \) outside of a measure zero subset, provided \( F : \mathbb{R} \rightarrow \mathbb{R} \) is exponential (Bierens, 1990), logistic (White, 1989), or any real analytic non-polynomial (Stinchcombe and White, 1998), or multinomials of \( x_t \) (Bierens, 1982). Notice that \( \lambda \) need not be part of the data generating process since \( E[y_t|x_t] = \beta_0' x_t + \gamma_0 F(\lambda' x_t) \) a.s. may not be true under \( H_1 \), but it may be true which is why these cases overlap. See Section 4 for examples.

A classic approach for handling nuisance parameters in the broad sense is to compute a p-value \( p_n(\lambda) \) and use \( \sup_{\lambda \in \Lambda} p_n(\lambda) \) (see Lehmann, 1994, Chap. 3.1). This may lead to a conservative test, although it promotes a test with the correct asymptotic level.\(^1\) Further, \( \sup_{\lambda \in \Lambda} p_n(\lambda) \) may not promote a consistent test even when \( T_n(\lambda) \) and its transforms like \( \sup_{\lambda \in \Lambda} T_n(\lambda) \) do. An example is a Bierens (1990)-type test when is known to be consistent \( \forall \lambda \in \Lambda \) since it has measure zero. This means \( \sup_{\lambda \in \Lambda} p_n(\lambda) \xrightarrow{p} 0 \) under \( H_1 \) is possible despite \( p_n(\lambda) \xrightarrow{p} 0 \forall \lambda \in \Lambda \). Cf. Hill (2018a).

\(^1\)Let \( \tau_n \in [0,1] \) be a test statistic, and suppose we reject a null hypothesis at nominal significance level \( \alpha \) when \( \tau_n > \alpha \). Recall that the asymptotic level of the test is \( \alpha \) if \( \lim_{n \rightarrow \infty} P(\tau_n > \alpha|H_0) \leq \alpha \), and if \( \lim_{n \rightarrow \infty} P(\tau_n > \alpha|H_0) = \alpha \) then \( \alpha \) is the asymptotic size (cf. Lehmann, 1994).
In the case where \( \lambda \) is identified under either hypothesis, Silvapulle (1996) proposes an improvement with better size and power properties. We find the test where \( H_0 \) is rejected at nominal level \( \alpha \) when \( \sup_{\lambda \in \Lambda} p_n(\lambda) < \alpha \) leads to profound size distortions and trivial power for tests of GARCH effects and a one time structural break, and is relatively conservative as a test of omitted nonlinearity.

The challenge of constructing valid tests in the presence of nuisance parameters under \( H_1 \) dates at least to Chernoff and Zacks (1964) for a sup-Lagrange Multiplier [LM] test and Davies (1977, 1987) for a sup-Likelihood Ratio [LR] test. Recent contributions include Nyblom (1989), Andrews (1993), Dufour (1997), Andrews and Ploberger (1994, 1995), Hansen (1996), and Andrews and Cheng (2012, 2013, 2014). Nuisance parameters that are not identified under \( H_1 \) are either chosen at random, thereby sacrificing power (e.g. White, 1989); or \( T_n(\lambda) \) is smoothed over \( \Lambda \), resulting in a non-standard limit distribution and in general the necessity of a bootstrap step (e.g. Chernoff and Zacks, 1964; Davies, 1977; Andrews and Ploberger, 1994). Examples of transforms are the average \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) and supremum \( \sup_{\lambda \in \Lambda} T_n(\lambda) \), where \( \mu(\lambda) \) is an absolutely continuous probability measure (Chernoff and Zacks, 1964; Davies, 1977; Andrews and Ploberger, 1994). See below for a discussion of power optimality of these transforms.

Let \( p_n(\lambda) \) be a p-value or asymptotic p-value based on \( T_n(\lambda) \): \( p_n(\lambda) \) may be based on a known limit distribution, or if the limit distribution is non-standard then a bootstrap or simulation method is assumed available for computing an asymptotically valid approximation to \( p_n(\lambda) \). Assume that \( p_n(\lambda) \) leads to an asymptotically correctly sized test, uniformly on \( \Lambda \):

\[
\sup_{\lambda \in \Lambda} |P(p_n(\lambda) < \alpha | H_0) - \alpha| \rightarrow 0 \text{ for any } \alpha \in (0, 1).
\]  

If \( p_n(\lambda) \) is uniformly distributed then \( \alpha \) is the size of the test, else by (1) \( \alpha \) is the asymptotic size. The terms ”asymptotic p-value” and ”asymptotic size” are correct when convergence in (1) is uniform over \( H_0 \). The latter is not possible here because for generality we do not specify a model or \( H_0 \). If \( p_n(\lambda) \) is asymptotically free of any other nuisance parameters then uniform convergence over \( H_0 \) is immediate given that (1) is uniform over \( \Lambda \) (e.g. Hansen, 1996, p. 417). Since this problem is common, we will not focus on it, and will simply call \( p_n(\lambda) \) a ”p-value” for brevity.

The p-value [PV] test with nominal level \( \alpha \) for a chosen value of \( \lambda \) is (1):

\[
\textbf{PV Test:} \text{ reject } H_0 \text{ if } p_n(\lambda) < \alpha, \text{ otherwise fail to reject } H_0.
\]  

Now assume \( \Lambda \) has unit Lebesgue measure \( \int_{\Lambda} d\lambda = 1 \), and compute the \textit{p-value occupation time}
[PVOT] of \( p_n(\lambda) \) below the nominal level \( \alpha \in (0, 1) \):

\[
\text{PVOT: } P^*_n(\alpha) \equiv \int_{\Lambda} I(p_n(\lambda) < \alpha) \, d\lambda,
\]

(3)

where \( I(\cdot) \) is the indicator function. If \( \int_{\Lambda} d\lambda \neq 1 \) then we use \( P^*_n(\alpha) \equiv \int_{\Lambda} I(p_n(\lambda) < \alpha) \, d\lambda / \int_{\Lambda} d\lambda \). \( P^*_n(\alpha) \) is just the Lebesgue measure of the subset of \( \lambda \)'s on which we reject \( H_0 \). Thus, a large occupation time in the rejection region asymptotically indicates \( H_0 \) is false.

As long as \( \{ T_n(\lambda) : \lambda \in \Lambda \} \) converges weakly under \( H_0 \) to a stochastic process \( \{ T(\lambda) : \lambda \in \Lambda \} \), and \( T(\lambda) \) has a continuous distribution for all \( \lambda \) outside a set of measure zero, then asymptotically \( P^*_n(\alpha) \) has a mean \( \alpha \) and the probability that \( P^*_n(\alpha) > \alpha \) is not greater than \( \alpha \). Evidence against \( H_0 \) is therefore simply \( P^*_n(\alpha) > \alpha \). Further, if asymptotically with probability approaching one the PV test (2) rejects \( H_0 \) for each \( \lambda \) in a subset of \( \Lambda \) that has Lebesgue measure greater than \( \alpha \), then \( P^*_n(\alpha) > \alpha \) asymptotically with probability one. The PVOT test at the chosen level \( \alpha \) is then:

**PVOT Test:** reject \( H_0 \) if \( P^*_n(\alpha) > \alpha \), otherwise fail to reject \( H_0 \).

(4)

These results are formally derived in Section 2. Thus, an asymptotic level \( \alpha \) critical value is simply \( \alpha \), a useful simplification over transforms with non-standard asymptotic distributions, like \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) and \( \sup_{\lambda \in \Lambda} T_n(\lambda) \). A numerical experiment in the supplemental material Hill (2018b, Appendix C.3), and a simulation study in Section 5, suggest the critical value \( \alpha \) leads to an asymptotically correctly sized test for tests of omitted nonlinearity, GARCH effects and a one time structural break, and strong power in each case. We may therefore expect that similar tests have this property.

The PVOT yields several useful innovations. First, when \( T_n(\lambda) \) is derived from a regression model in which some parameters may be weakly or non-identified, there is no known valid bootstrap or simulation approach for approximating the limit distribution of smoothed test statistics in the class considered in Andrews and Ploberger (1994), including \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) and \( \sup_{\lambda \in \Lambda} T_n(\lambda) \). This is because a valid bootstrap, for example, must approximate the covariance structure of the limit process \( \{ T(\lambda) : \lambda \in \Lambda \} \) which generally requires consistent estimates of model parameters. If some parameters are weakly or non-identified, then they cannot be consistently estimated (see, e.g., Andrews and Cheng, 2012). Hill (2018a) presents an asymptotically valid bootstrap method for the non-smoothed \( T_n(\lambda) \) for any degree of (non)identification. The resulting bootstrapped p-value leads to a valid smoothed p-value test, even though smoothed test statistics cannot be consistently bootstrapped. See Section 4.1.

Second, since the PVOT critical value upper bound is simply \( \alpha \) under any asymptotic theory for \( T_n(\lambda) \), we only require \( T_n(\lambda) \) to have a known or bootstrappable limit distribution. Thus, \( \sqrt{n} \)-
Gaussian asymptotics is not required as is nearly always assumed (e.g. Andrews and Ploberger, 1994; Hansen, 1996; Andrews and Cheng, 2012). Non-standard asymptotics are therefore allowed, including test statistics when a parameter is weakly identified, GARCH tests (e.g. Andrews, 2001), and inference under heavy tails; and non-$\sqrt{n}$ asymptotics are covered, as in heavy tail robust tests (e.g. Hill, 2012; Hill and Aguilar, 2013; Aguilar and Hill, 2015), or when infill asymptotics or nonparametric estimators are involved (e.g. Bandi and Phillips, 2007).

Third, the local power properties of specific PVOT tests appear to be on par with the power optimal exponential class developed in Andrews and Ploberger (1994). We derive general results, and apply them to a test of omitted nonlinearity. We show in a numerical experiment that the PVOT test achieves local power on par with the highest achievable (weighted average) power. In view of the general result, the local power merits of the PVOT test appear to extend to any consistent test on $\Lambda$, but any such claim requires a specific test statistic and numerical exercise to verify.

Fourth, although we focus on the PVOT test, in Appendix B of the supplemental material Hill (2018b) we show the PVOT naturally arises as a measure of test optimality when $\lambda$ is part of the true data generating process under $H_1$. This requires Andrews and Ploberger’s 1994 notion of weighted average local power of a test based on $T_n(\lambda)$, where the average is computed over $\lambda$ and a drift parameter (cf. Wald, 1943). In this environment, the PVOT is just a point estimate of the weighted average probability of PV test rejection evaluated under $H_0$. Since that probability is asymptotically no larger than $\alpha$ when the null is true, the PVOT test rejects $H_0$ when the PVOT is larger than $\alpha$. See Hill (2018b, Appendix B). Thus, the PVOT is a natural way to transform a test statistic.

The relevant literature also includes King and Shively (1993) whose re-parameterization leads to a conventional, but not general, test. Hansen (1996) presents a wild bootstrap for computing the p-value for a smoothed LM statistic when $\lambda$ is part of the data generating process, extending ideas in Wu (1986) and Liu (1988). The method can be generalized to other settings, but is computationally intensive. The method implicitly requires strong identification of regression model parameters. See Shao (2010) for a dependent wild bootstrap method. Our simulation study for tests of functional form, GARCH effects and a one time structural break shows the PVOT test performs on par with, or is better than, the average and supremum test. The PVOT test dominates supremum and average tests of structural change: the latter only have trivial power against a small change, while the PVOT has accurate size and higher power in all cases. Moreover, when model parameters are weakly or non-identified, a PVOT test of functional form substantially dominates $p_n(\lambda^*)$ with randomized $\lambda^*$, $\sup_{\lambda \in \Lambda} p_n(\lambda)$, and bootstrapped $\sup_{\lambda \in \Lambda} T_n(\lambda)$ and $\int_\Lambda T_n(\lambda) \mu(d\lambda)$. Indeed, the latter two fail to be valid for the reasons explained above.

Bierens (1990) compares supremum and pointwise statistics to achieve standard asymptotics for
a functional form test. Bierens and Ploberger (1997) compute a critical value upper bound. We show that the upper bound leads to an under-sized test and potentially low power in a local power numerical exercise and a simulation study.

The remainder of the paper is as follows. We present the formal list of assumptions and the main results for the PVOT test in Section 2, and local power is analyzed in Section 3. Sections 3.2 and 4 contain examples in which we apply the PVOT test to tests of omitted nonlinearity (with possibly weakly identified parameters), GARCH effects and a one time structural break. We perform a simulation study in Section 5 involving these tests. Concluding remarks are left for Section 6.

2 Asymptotic Theory

The following notation is used. \[ \lfloor z \rfloor \] rounds \( z \) to the nearest integer. \( a_n/b_n \sim c \) implies \( a_n/b_n \to c \) as \( n \to \infty \). \(| \cdot |\) is the \( l_1\)-matrix norm, and \( || \cdot ||\) is the Euclidean norm, unless otherwise noted.

We require a notion of weak convergence that can handle a range of applications. A fundamental concern is that the mapping \( T_n : \Lambda \to [0, \infty) \) is not here defined, making measurability of \( \{ T_n(\lambda) : \lambda \in \Lambda \} \) and its transforms like \( \sup_{\lambda \in \Lambda} T_n(\lambda) \) a challenge. We therefore assume all random variables in this paper exist on a complete measure space, and probabilities where applicable are outer probability measures. See Pollard’s (1984: Appendix C) permissibility criteria, and see Dudley (1978) for related ideas.

We use weak convergence on \( l_\infty(\Lambda) \), the space of bounded functions with sup-norm topology, in the sense of Hoffman-Jørgensen (1991):

\[ \{ T_n(\lambda) \} \Rightarrow \{ T(\lambda) \} \text{ in } l_\infty(\Lambda), \text{ where } \{ T_n(\lambda) \} = \{ T_n(\lambda) : \lambda \in \Lambda \}, \text{ etc.} \]

If, for instance, the sample is \( Y_n = \{ y_t \}_{t=1}^n \in \mathbb{R}^{nk} \), and \( T_n(\lambda) \) is a measurable mapping \( h(Z(Y_n,\lambda)) \) of a function \( Z : \mathbb{R}^{nk} \times \Lambda \to \mathbb{R} \), then \( h(Z(y,\lambda)) \in l_\infty(\Lambda) \) requires the uniform bound \( \sup_{\lambda \in \Lambda} |h(Z(y,\lambda))| < \infty \) for each \( y \in \mathbb{R}^{nk} \). Sufficient conditions for weak convergence to a Gaussian process, for example, are convergence in finite dimensional distributions, and stochastic equicontinuity: \( \forall \epsilon > 0 \) and \( \eta > 0 \) there exists \( \delta > 0 \) such that \( \lim_{n \to \infty} P(\sup_{||\lambda - \hat{\lambda}|| \leq \delta} |T_n(\lambda) - T_n(\hat{\lambda})| > \eta) < \epsilon \). Consult, e.g., Dudley (1978), Gine and Zinn (1984), and Pollard (1984).

A large variety of test statistics are known to converge weakly under regularity conditions. In many cases \( T_n(\lambda) \) is a continuous function \( h(Z_n(\lambda)) \) of a sequence of sample mappings \( \{ Z_n(\lambda) \}_{n \geq 1} \) such that \( \sup_{x \in \Lambda} |h(x)| < \infty \) on every compact subset \( A \subset \mathbb{R} \), and \( \{ Z_n(\lambda) \} \Rightarrow \{ Z(\lambda) \} \) a Gaussian

\footnote{If more details are available, then boundedness can be refined. For example, if \( T_n(\lambda) = (1/\sqrt{n} \sum_{t=1}^n z(y_t,\lambda))^2 \) where \( z : \mathbb{R} \times \Lambda \to \mathbb{R} \), then we need \( \sup_{\lambda \in \Lambda} |z(y,\lambda)| < \infty \) for each \( y \).}
process. Two examples of $h$ are $h(x) = x^2$ for asymptotic chi-squared tests of functional form or structural change; or $h(x) = \max\{0, x\}$ for a GARCH test (Andrews, 2001).

A version is a process with the same finite dimensional distributions. If $\{Z(\lambda)\}$ is Gaussian, then any other Gaussian process with the same mean $E[Z(\lambda)]$ and covariance kernel $E[Z(\lambda_1)Z(\lambda_2)]$ is a version of $\{Z(\lambda)\}$.

Assumption 1 (weak convergence). Let $H_0$ be true.

a. $\{T_n(\lambda)\} \Rightarrow^* \{T(\lambda)\}$, a process with a version that has almost surely uniformly continuous sample paths (with respect to some norm $|| \cdot ||$). $T(\lambda) \geq 0$ a.s., $\sup_{\lambda \in \Lambda} T(\lambda) < \infty$ a.s., and $T(\lambda)$ has an absolutely continuous distribution function $F_0(c) \equiv P(T(\lambda) \leq c)$ that is not a function of $\lambda$.

b. $\sup_{\lambda \in \Lambda} |p_n(\lambda) - \bar{F}_0(T_n(\lambda))| \xrightarrow{p} 0$, where $\bar{F}_0(c) \equiv P(T(\lambda) > c)$.

Remark 1. (a) is broadly applicable (see Section 4), while continuity of the distribution of $T(\lambda)$ and (b) ensure $p_n(\lambda)$ has asymptotically a uniform limit distribution under $H_0$. This is mild since often $T_n(\lambda)$ is a continuous transformation of a standardized sample analogue to a population moment. In a great variety of settings for stationary processes, for example, a standardized sample moment has a Gaussian or stable distribution limit, or converges to a function of a Gaussian or stable process. See Gine and Zinn (1984) and Pollard (1984) for weak convergence to stochastic processes, exemplified with Gaussian functional asymptotics, and see Bartkiewicz, Jakubowski, Mikosch, and Wintenberger (2010) for weak convergence to a Stable process for a (possibly dependent) heavy tailed process.

Remark 2. (b) is required when $p_n(\lambda)$ is not computed as the asymptotic p-value $\bar{F}_0(T_n(\lambda))$, for example when a simulation or bootstrap method is used because $\bar{F}_0$ is unknown or a better small sample approximation is desired. Thus, in order to obtain lower level conditions we need to know how $p_n(\lambda)$ was computed. In Section 4.2, for example, we use Andrews’ (2001) simulation method for p-value computation for a GARCH test.

All proofs are presented in Appendix A.

Theorem 2.1. Under Assumption 1, $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) \leq \alpha$. Moreover, as long as $\{T(\lambda)\}$ is weakly dependent in the sense that $P(\bar{F}_0(T(\lambda)) < \alpha, \bar{F}_0(T(\tilde{\lambda})) < \alpha) > \alpha^2$ for each couplet $\{\lambda, \tilde{\lambda}\}$ on a subset of $\Lambda \times \Lambda$ with positive measure, then $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) > 0$.

Remark 3. Under $H_0$ there is asymptotically a probability $\alpha$ we reject at any $\lambda$. The above theorem proves this implies asymptotically no more than an $\alpha$ portion of all $\lambda$’s lead to a rejection.

---

3 Even in the Gaussian case it is not true that all versions have continuous sample paths, but if a version of $\{Z(\lambda)\}$ has continuous paths then this is enough to apply the continuous mapping theorem to transforms of $Z_n(\lambda)$ over $\Lambda$. See Dudley (1967, 1978).
Remark 4. In general the asymptotic level of the test is $\alpha$ when the critical value is itself $\alpha$ (Lehmann, 1994, eq. (3.1)). The proof reveals polemic cases: (i) if every $h$-tuple $\{T(\lambda_1),...,T(\lambda_h)\}$ of the limit process is jointly independent, $\lambda_i \neq \lambda_j \forall i \neq j$, then the PVOT $P^*_n(\alpha) \overset{d}{\to} \alpha$ hence $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) = 0$ so that the PVOT has a degenerate limit distribution; or (ii) if $T(\lambda) = T(\lambda^*)$ a.s. for some $\lambda^*$ and all $\alpha$ such that they are perfectly dependent, then $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) = \alpha$ and the asymptotic size is $\alpha$. Neither case seems plausible in practice, although (ii) occurs when $\lambda$ is a tuning parameter since these do not appear in the limit process (see Hill and Aguilar, 2013). Case (i) is logical since in this case $P^*_n(\alpha) \overset{d}{\to} \int_\Lambda I(\tilde{F}_0(T(\lambda)) < \alpha)d\lambda$, while $\int_\Lambda I(\tilde{F}_0(T(\lambda)) < \alpha)d\lambda$ has mean $\alpha$ and is just a limiting Riemann sum of bounded independent random variables, hence it has a zero variance by dominated convergence. As long as $T(\lambda)$ is weakly dependent on a subset of $\Lambda$ with positive measure then $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) > 0$, ruling out (i). An example is $T(\lambda) = \mathcal{Z}(\lambda)^2$ where $\{\mathcal{Z}(\lambda)\}$ is a Gaussian process with unit variance and covariance kernel $E[\mathcal{Z}(\lambda)\mathcal{Z}(\tilde{\lambda})]$ that is continuous in $(\lambda, \tilde{\lambda})$ and not everywhere equal to zero. All tests discussed in this paper have weakly dependent $T(\lambda)$ under standard regularity conditions.

Next, asymptotic global power of PV test (2) translates to global power for PVOT test (4).

Theorem 2.2. Let Assumption 1 hold.

a. $\lim_{n \to \infty} P(P^*_n(\alpha) > \alpha) > 0$ if and only if $p_n(\lambda) < \alpha$ on a subset of $\Lambda$ with Lebesgue measure greater than $\alpha$ asymptotically with positive probability.

b. The PVOT test is consistent $P(P^*_n(\alpha) > \alpha) \to 1$ if the PV test is consistent $P(p_n(\lambda) < \alpha) \to 1$ on a subset of $\Lambda$ with measure greater than $\alpha$.

Remark 5. As long as the PV test is consistent on a subset of $\Lambda$ with measure greater than $\alpha$, then the PVOT test is consistent. This trivially holds when the PV test is consistent for any $\lambda$ outside a set with measure zero, including Andrews’ (2001) GARCH test which is consistent on a known compact $\Lambda$; White (1989), Bierens (1990) and Bierens and Ploberger (1997) tests (and others) of omitted nonlinearity; Andrews’ (1993) structural break test; and a test of an omitted Box-Cox transformation. See Section 4 for examples. At the risk of abusing terminology, we will say a test based on $T_n(\lambda)$ is randomized when $\lambda$ is uniformly randomized on $\Lambda$ independent of the data. The randomized test is consistent only if the PV test is consistent for every $\lambda$ outside a set with measure zero. The transforms $\int_\Lambda T_n(\lambda)\mu(d\lambda)$ and $\sup_{\lambda \in \Lambda} T_n(\lambda)$, however, are consistent if the PV test is consistent on a subset of $\Lambda$ with positive measure. Thus, the PVOT test ranks above the randomized test, but below average and supremum tests in terms of required PV test asymptotic power over $\Lambda$.\[\text{Here and elsewhere we refer to a test based on } T_n(\lambda_*) \text{ as a randomized test, which is generally different from the classical definition of a randomized test (cf. Lehmann, 1994).}\]
As we discussed in Section 1, it is difficult to find a relevant example in which this matters, outside a toy example. We give such an example below.

The following shows how PV test power transfers to the PVOT test.

**Example 2.3.** Let \( \lambda^* \) be a random draw from a uniform distribution on \( \Lambda \). The parameter space is \( \Lambda = [0, 1] \), \( \mathcal{T}_n(\lambda) \xrightarrow{P} \infty \) for \( \lambda \in [0.5, 0.56] \) such that the PV test is consistent on a subset with measure \( \beta = 0.06 \), and \( \{ \mathcal{T}_n(\lambda) : \lambda \in \Lambda / [0.5, 0.56] \} \Rightarrow^* \{ T(\lambda) : \lambda \in \Lambda / [0.5, 0.56] \} \) such that there is only trivial power. Thus, \( \int_{\Lambda} \mathcal{T}_n(\lambda) \mu(d\lambda) \) and \( \sup_{\lambda \in \Lambda} \mathcal{T}_n(\lambda) \) have asymptotic power of one. A uniformly randomized PV test is not consistent at any level, and at level \( \alpha < 0.06 \) has trivial power.

In the PVOT case, however, by applying arguments in the proof of Theorem 2.1, we can show \( \lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) \) is identically

\[
P \left( \int_{\lambda \in [0.5, 0.56]} I(\mathcal{U}(\lambda) < \alpha) d\lambda > \alpha \right) = P \left( \int_{\lambda \in [0.5, 0.56]} I(\mathcal{U}(\lambda) < \alpha) d\lambda > \alpha - 0.06 \right)
\]

for some process \( \{ \mathcal{U}(\lambda) : \lambda \in \Lambda / [0.5, 0.56] \} \) where \( \mathcal{U}(\lambda) \) is uniform on \([0, 1] \). This implies the PVOT test is consistent at level \( \alpha \leq 0.06 \) since \( \int_{\lambda \in [0.5, 0.56]} I(\mathcal{U}(\lambda) < \alpha) d\lambda > 0 \) a.s.

### 2.1 Smoothed P-Values

There are two main cases where sample paths of the p-value \( \{ p_n(\lambda) \} \) may be non-smooth. First, \( \{ p_n(\lambda) \} \) may not exhibit movement in small windows of \( \lambda \). An example is Andrews' (2001) GARCH test statistic, because the QML estimator does not change for small changes of \( \lambda \) in small to medium sized samples. This can cause an empirical size (power) distortion since a false (non)rejection will be followed by a several false (non)rejections. Second, \( \{ p_n(\lambda) \} \) may have several sharp peaks and troughs. This occurs, for example, in Andrews' (1993) structural change Wald test statistic because the partitioned least squares estimator is sensitive to \( \lambda \). The result is a potentially large size distortion because multiple subsets of \( \Lambda \) on which the test is not rejected may be followed by subsets on which the test is rejected. See Figures E.3 and E.4 in Hill (2018b). Both of these examples have scalar \( \lambda \), which is our focus here for brevity. The following can be easily generalized to the vector case.

A simple solution is to smooth \( p_n(\lambda) \) over small overlapping windows that shrink in size as \( n \to \infty \). There are many ways in principle to do this, however we only discuss a simple moving average. Let \( \tilde{\Lambda}_N = \{ \lambda_i \}_{i=1}^N \subset \Lambda \) be a set of unique points, \( \lambda_i \leq \lambda_j \ \forall i \leq j \), where \( N \in \mathbb{N} \), such that \( \tilde{\Lambda}_N \) is a discretized version of \( \Lambda \). If, for example, \( \Lambda = [0, 1] \) then we may take \( \tilde{\Lambda}_N = \{ i/N : 1 \leq i \leq N \} \). Let
\( \lambda_i \in \tilde{\Lambda}_N \), let \( R \) be a positive integer, \( R < N \), and let \( j = 1, \ldots, N - R + 1 \). The smoothed p-value is

\[
P_{n,j}^{(s)}(R) \equiv \frac{1}{\mathcal{R}} \sum_{i=j}^{\mathcal{R}+j-1} p_n(\lambda_i)
\]

and the discretized smoothed p-value occupation time is:

\[
\text{Smoothed P-Value OT: } \mathcal{P}^{(s)}_{n}(\alpha, N, R) \equiv \frac{1}{N - R + 1} \sum_{j=1}^{N-R+1} I\left( p_{n,j}^{(s)}(R) < \alpha \right).
\] (5)

If \( R = 1 \) then smoothing is not performed and we have a \( \mathcal{P}^{(s)}_{n}(\alpha, N, 1) \equiv 1/N \sum_{j=1}^{N} I(p_n(\lambda_j) < \alpha) \to \int_{\Lambda} I(p_n(\lambda) < \alpha) \) as \( N \to \infty \). Notice \( \mathcal{P}^{(s)}_{n}(\alpha, N, 1) \) is just a discretized PVOT \( \mathcal{P}^{*}_{n}(\alpha) \). Thus, in order to remove the effects of smoothing asymptotically,\(^5\) we require \( R = R(N) \searrow 1 \) as \( N \to \infty \). Since \( R(N) \) is a positive integer, we may assume \( R(N) = 1 \ \forall N \geq N_0 \) and some finite \( N_0 \in \mathbb{N} \). In simulation experiments \( \mathcal{P}^{(s)}_{n}(\alpha, N, R) \) can provide a noticeable improvement in the PVOT test when \( \{p_n(\lambda) : \lambda \in \Lambda\} \) is non-smooth.

The smoothed PVOT \( \mathcal{P}^{(s)}_{n}(\alpha, N, R) \) is asymptotically equivalent to the PVOT.

**Theorem 2.4.** Let \( \{N_n, R(N_n)\} \) be sequences of positive integers, \( N_n \to \infty \), and \( R(N_n) \searrow 1 \) as \( n \to \infty \), specifically \( R(N_n) = 1 \ \forall n \geq v \) and some finite \( v \in \mathbb{N} \). Then \( |\mathcal{P}^{(s)}_{n}(\alpha, N_n, R(N_n)) - \int_{\Lambda} I(p_n(\lambda) < \alpha)d\lambda| \overset{P}{\to} 0 \).

### 3 Local Power

A characterization of local power requires an explicit hypothesis and some information on the construction of \( \mathcal{T}_n(\lambda) \). Assume an observed sequence \( \{y_t\}_{t=1}^{n} \) has a parametric joint distribution \( f(y; \theta_0) \), where \( \theta_0 = [\beta'_0, \delta'_0, \] and \( \beta_0 \in \mathbb{R}^r, \ r \geq 1 \). Consider testing whether the subvector \( \beta_0 = 0 \), while \( \delta_0 \) may contain other distribution parameters. If some additional parameter \( \lambda \) is part of \( \delta_0 \) only when \( \beta_0 \neq 0 \), and therefore not identified under \( H_0 \), then we have Andrews and Ploberger’s (1994) setting, but in general \( \lambda \) need not be part of the true data generating process.

We first treat a general environment. We then study a test of omitted nonlinearity, and perform a numerical experiment in order to compare local power.

---

\(^5\)Alternatively, an asymptotic theory for an asymptotically smoothed PVOT can be developed, where \( R = R(N) > 1 \) as \( N \to \infty \). We ignore this case here for brevity, and since the corresponding limiting statistic is not the original PVOT.
3.1 Local Power: General Case

The sequence of local alternatives we consider is:

\[ H^L_1 : \beta_0 = N^{-1}_n b \text{ for some } b \in \mathbb{R}^r, \quad (6) \]

where \( \{ N_n \} \) is a sequence of diagonal matrices \( \left[ N_{n,i,j} \right]_{i,j=1}^r, N_{n,i,i} \rightarrow \infty \). The test statistic is \( T_n(\lambda) \equiv h(Z_n(\lambda)) \) for a sequence of random functions \( \{ Z_n(\lambda) \} \) on \( \mathbb{R}^q \), \( q \geq 1 \), and a measurable function \( h : \mathbb{R}^q \rightarrow [0, \infty) \) where \( h(x) \) is monotonically increasing in ||x||, and \( h(x) \rightarrow \infty \) as ||x|| \( \rightarrow \infty \). An example is a Wald statistic, e.g. for a test of a one time structural change, where \( Z_n(\lambda) \) is \( \hat{V}_n^{-1/2}(\lambda) N_n \beta_n(\lambda) \), a standardized estimator of \( \beta_0 \) for some positive definite \( \hat{V}_n(\lambda) \) with positive definite uniform probability limit \( V(\lambda) \), hence \( q = r \), and \( h(x) = x'x \). See Section 4.3.

We assume regularity conditions apply such that under \( H^L_1 \)

\[ \{ Z_n(\lambda) : \lambda \in \Lambda \} \Rightarrow \{ Z(\lambda) + c(\lambda)b : \lambda \in \Lambda \}, \quad (7) \]

for some matrix \( c(\lambda) \in \mathbb{R}^{q \times r} \), and \( \{ Z(\lambda) \} \) is a zero mean process on \( \mathbb{R}^q \) with a version that has almost surely uniformly continuous sample paths (with respect to some norm ||·||). In the Wald statistic example \( c(\lambda) \) is simply \( \mathcal{V}^{-1/2}(\lambda) \) under standard asymptotics. In many cases in the literature \( \{ Z(\lambda) \} \) is a Gaussian process with \( \mathbb{E}[Z(\lambda)Z'(\lambda)] = I_q \).

Combine (7) and the continuous mapping theorem to deduce under \( H_0 \) the limiting distribution function \( F_0(x) = P(h(Z(\lambda)) \leq x) \) for \( T_n(\lambda) \), cf. Billingsley (1999, Theorem 2.7). An asymptotic p-value is \( p_n(\lambda) = \bar{F}_0(T_n(\lambda)) = 1 - F_0(T_n(\lambda)) \), hence \( \int_{\Lambda} I(p_n(\lambda) < \alpha) d\lambda \overset{d}{\rightarrow} \int_{\Lambda} I(\bar{F}_0(h(Z(\lambda)) + c(\lambda)b)) < \alpha \) under \( H^L_1 \). Similarly, any continuous mapping \( g \) over \( \Lambda \) satisfies \( g(T_n(\lambda)) \overset{d}{\rightarrow} g(h(Z(\lambda) + c(\lambda)b)) \), including \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) and \( \sup_{\lambda \in \Lambda} T_n(\lambda) \). Obviously if \( c(\lambda)b = 0 \) when \( b \neq 0 \) then local power is trivial at \( \lambda \). Whether any of the above tests has non-trivial asymptotic local power depends on the measure of the subset of \( \Lambda \) on which \( \inf_{\xi \in \Xi=1} ||\xi'c(\lambda)|| > 0 \).

In order to make a fair comparison across tests, we assume each is asymptotically correctly sized for a nominal level \( \alpha \) test. The next result follows from the preceding properties, hence a proof is omitted.

**Theorem 3.1.** Let (6), (7) and \( b \neq 0 \) hold, and write \( \inf_{\xi \in \Xi=1} ||\xi'c(\lambda)|| \). Assume the randomized statistic \( T_n(\lambda^*) \) uses a draw \( \lambda^* \) from a uniform distribution on \( \Lambda \). Asymptotic local power is non-trivial for (i) the PVOT test when \( \inf_{\xi \in \Xi=1} ||\xi'c(\lambda)|| > 0 \) on a subset of \( \Lambda \) with measure greater than \( \alpha \); and (ii) the uniformly randomized, average and supremum tests when \( \inf_{\xi \in \Xi=1} ||\xi'c(\lambda)|| > 0 \) on a subset of \( \Lambda \) with positive measure.
b. Under cases (i) and (ii), asymptotic local power is monotonically increasing in $|b|$ and converges to one as $|b| \to \infty$.

**Remark 6.** The PVOT test ranks lower than randomized, average and supremum tests because it rejects only when the PV tests rejects on a subset of $\Lambda$ with measure greater than $\alpha$. Indeed, the PVOT test cannot asymptotically distinguish between PV tests that are consistent on a subset with measure less than $\alpha$ and have trivial power otherwise, or have trivial power everywhere. This cost is slight since a meaningful example in which it matters is difficult to find. The tests of omitted nonlinearity, one time structural break, and GARCH effects all have randomized, PVOT, average and supremum versions with non-trivial local power, although we only give complete details for a test of omitted nonlinearity below.

### 3.2 Example : Test of Omitted Nonlinearity

The proposed model to be tested is

$$y_t = f(x_t, \zeta_0) + e_t,$$

where $\zeta_0$ lies in the interior of $\mathcal{Z}$, a compact subset of $\mathbb{R}^q$, $x_t \in \mathbb{R}^k$ contains a constant term and may contain lags of $y_t$, and $f : \mathbb{R}^k \times \mathcal{Z} \to \mathbb{R}$ is a known response function. Assume $\{e_t, x_t, y_t\}$ are stationary for simplicity. Let $\Psi$ be a 1-1 bounded mapping from $\mathbb{R}^k$ to $\mathbb{R}^k$, let $F : \mathbb{R} \to \mathbb{R}$ be analytic and non-polynomial (e.g. exponential or logistic), and assume $\lambda \in \Lambda$, a compact subset of $\mathbb{R}^k$. Mis-specification sup $\zeta \in \mathbb{R}^q$ $P(E[y_t|x_t] = f(x_t, \zeta)) < 1$ implies $E[e_t F(\lambda' \Psi(x_t))]\neq 0 \forall \lambda \in \Lambda / \mathcal{S}$, where $\mathcal{S}$ has Lebesgue measure zero. See White (1989), Bierens (1990) and Stinchcombe and White (1998) for seminal results for iid data, and see de Jong (1996) and Hill (2008) for dependent data. The test statistic for a test of the hypothesis $H_0 : E[y_t|x_t] = f(x_t, \zeta_0)$ a.s. is

$$T_n(\lambda) = \left( \frac{1}{\hat{v}_n(\lambda)} \frac{1}{\sqrt{n}} \sum_{t=1}^{n} e_t(\hat{\zeta}_n) F(\lambda' \Psi(x_t)) \right)^2 \text{ where } e_t(\zeta) \equiv y_t - f(x_t, \zeta).$$  \hspace{1cm} (8)

The estimator $\hat{\zeta}_n$ is $\sqrt{n}$-consistent of a strongly identified $\zeta_0$, and $\hat{v}_n^2(\lambda)$ is a consistent estimator of $E[1/\sqrt{n} \sum_{t=1}^{n} e_t(\hat{\zeta}_n) F(\lambda' \Psi(x_t))]^2$. By application of Theorem 3.3, below, under regularity conditions detailed below the asymptotic p-value is $p_n(\lambda) \equiv 1 - \tilde{F}_0(T_n(\lambda))$ where $\tilde{F}_0$ is the $\chi^2(1)$ distribution function.

In view of $\sqrt{n}$-asymptotics, a sequence of local-to-null alternatives is

$$H_1^L : \beta_0 = b/n^{1/2} \text{ for } b \in \mathbb{R}.$$  \hspace{1cm} (9)
We assume for now that regularity conditions apply such that, for some sequence of positive finite non-random numbers \( \{c(\lambda)\} \):

\[
\text{under } H_1^L : \{ \mathcal{T}_n(\lambda) : \lambda \in \Lambda \} \Rightarrow^* \{(Z(\lambda) + bc(\lambda))^2 : \lambda \in \Lambda \},
\]

where \( \{Z(\lambda) + c(\lambda)b\} \) is a Gaussian process with mean \( \{c(\lambda)b\} \), and almost surely uniformly continuous sample paths. See below for low level assumptions that imply (10). The latter implies by Theorem 2.1 that the PVOT asymptotic probability of rejection \( \lim_{n \to \infty} P(\mathcal{P}_n^*(\alpha) > \alpha) \), under \( H_0 \), is between \((0, \alpha]\).

Let \( F_{j,\nu}(c) \) denote a noncentral \( \chi^2(J) \) law with noncentrality \( \nu \), hence \( (Z(\lambda) + c(\lambda)b)^2 \) is distributed \( F_{j,\nu^2(c(\lambda))^2} \). Under the null \( b = 0 \) by construction \( p_n(\lambda) \xrightarrow{d} F_{1,0}((Z(\lambda) + c(\lambda)b)^2) \) is uniformly distributed on \([0, 1] \). Under the global alternative \( \sup_{\zeta \in \mathbb{R}^q} P(E[y_t|x_t] = f(x_t, \zeta)) < 1 \) notice \( \mathcal{T}_n(\lambda) \xrightarrow{p} \infty \forall \lambda \in \Lambda/S \) implies \( p_n(\lambda) \xrightarrow{P} 0 \forall \lambda \in \Lambda/S \), hence \( \mathcal{P}_n^*(\alpha) \xrightarrow{P} 1 \) by Theorem 2.2, which implies the PVOT test of \( E[y_t|x_t] = f(x_t, \zeta_0) \) a.s. is consistent. The following contains the result under \( H_1^L \).

**Theorem 3.2.** Under (10), asymptotic local power of the PVOT test is \( P(\int_{\Lambda} I(\bar{F}_{1,0}(\{Z(\lambda) + c(\lambda)b\}^2) < \alpha) d\lambda > \alpha) \). Hence, under \( H_1^L \) the probability the PVOT test rejects \( H_0 \) increases to unity monotonically as the drift parameter \( |b| \to \infty \), for any nominal level \( \alpha \in [0, 1) \).

The following assumptions detail sufficient conditions leading to (10). These are not the most general possible, but are fairly compact for the sake of brevity.

**Assumption 2** (nonlinear regression and functional form test).

a. Memory and Moments: All random variables lie on the same complete measure space. \( \{y_t, x_t, \epsilon_t\} \) are stationary; \( E[|y_t|^{4+\delta} < \infty \) and \( E[|\epsilon_t|^{4+\delta} \) for tiny \( \delta > 0 \); \( E[\epsilon_t|x_t] = 0 \) a.s. under \( H_1^L \); \( E[\inf_{\lambda \in \Lambda} w_t^2(\lambda)] > 0 \), \( E[\epsilon_t^2 \inf_{\lambda \in \Lambda} w_t^2(\lambda)] > 0 \), and \( \inf_{\lambda \in \Lambda} ||(\partial/\partial \lambda)E[\epsilon_t^2 F(\lambda' \Psi(x_t))^2]|| > 0 \); \( \{x_t, \epsilon_t\} \) are \( \beta \)-mixing with mixing coefficients \( \beta_h = O(h^{-4-\delta}) \) for tiny \( \delta > 0 \).

b. Response Function: \( f : \mathbb{R}^k \times \mathcal{F} \to \mathbb{R} ; f(\cdot, \zeta) \) is twice continuously differentiable; \( (\partial/\partial \zeta^i) f(x, \zeta) \) are Borel measurable for each \( \zeta \in \mathcal{F} \) and \( i = 0, 1, 2 \); write \( h^{(i)}(\zeta) = (\partial/\partial \zeta^i) f(x_t, \cdot) \) for \( i = 0, 1, 2 \): \( E[\sup_{\zeta \in \mathcal{F}} |h^{(i)}(\zeta)|^{4+\delta}] < \infty \) for tiny \( \delta > 0 \) and each \( i \); \( (\partial/\partial \zeta) f(x_t, \zeta_0) \) has full column rank.

c. Test Weight: \( F(\cdot) \) is analytic, nonpolynomial, and \( (\partial/\partial e^i) F(c) \) is bounded for \( i = 0, 1, 2 \) uniformly on any compact subset; \( \Psi \) is one-to-one and bounded.

d. Variance Estimator: \( \tilde{\sigma}_n^2(\lambda) \equiv 1/n \sum_{s,t=1}^n K((s-t)/\gamma_n) \epsilon_s(\zeta_n) \epsilon_t(\zeta_n) \tilde{w}_{n,s}(\lambda, \zeta_n) \tilde{w}_{n,t}(\lambda, \zeta_n) \) with kernel \( K \) and bandwidth \( \gamma_n \to \infty \) and \( \gamma_n = o(\sqrt{n}) \). \( K \) is continuous at \( 0 \) and all but a finite number of points, \( K : \mathbb{R} \to [-1, 1], K(0) = 1, K(x) = K(-x) \forall x \in \mathbb{R}, \int_{-\infty}^{\infty} |K(x)| dx < \infty \); and there exists
Remark 7. The kernel variance \( \hat{\nu}^2(\lambda) \) form follows from a standard expansion of 

\( 1/\sqrt{n} \sum_{t=1}^n e_t(\zeta) F(\lambda' \Psi(x_t)) \) around \( \zeta_0 \) under \( H_0 \). We exploit a kernel estimator in order to prove

uniform convergence of \( \hat{\nu}^2(\lambda) \) without the assumption that \( H_0 \) is true, a generality that may be of separate interest. See Lemma C.1 in Hill (2018b, Appendix C).

Remark 8. Property (d), other than the requirement that \( I_n \equiv \int_{\delta_n}^{\infty} \{ |K(x)| + |K(-x)| \} dx = o(1/\sqrt{n}) \)

for \( \delta_n/\sqrt{n} \to \infty \), is similar to properties in Andrews (1991) and elsewhere, covering Bartlett, Parzen, Tukey-Hanning and Quadratic-Spectral kernels. We use \( I_n = o(1/\sqrt{n}) \) with \( \delta_n/\sqrt{n} \to \infty \) to prove

uniform convergence \( \sup_{\lambda \in \Lambda} |\hat{\nu}^2(\lambda) - \nu^2(\lambda)| \to 0 \). The bound \( I_n = o(1/\sqrt{n}) \) is trivially satisfied for any \( \delta_n \geq K \) and some finite \( K > 0 \) for Bartlett, Parzen, and Tukey-Hanning kernels, while the Quadratic-Spectral kernel obtains \( I_n \leq K \int_{\delta_n}^{\infty} x^{-2} dx = K\delta_n^{-3} \) hence \( I_n = o(1/\sqrt{n}) \) for any \( \delta_n/n^{1/6} \to \infty \).

The next claim is proven in Hill (2018b, Appendix C) since it follows from standard arguments.

Theorem 3.3.

a. Assumption 2 implies Assumption 1. In particular, under \( H_0 \) we have \( \{ T_n(\lambda) : \lambda \in \Lambda \} \Rightarrow^* \{ Z(\lambda)^2 : \lambda \in \Lambda \} \) where \( \{ Z(\lambda) : \lambda \in \Lambda \} \) is a zero mean Gaussian process with a version that has almost surely uniformly continuous sample paths, and covariance kernel

\[
\begin{align*}
E \left[ \hat{Z}_n(\lambda) \hat{Z}_n(\bar{\lambda}) \right] &= \frac{E \left[ \epsilon_t^2 w_t(\lambda) w_t(\bar{\lambda}) \right]}{\left( E \left[ \epsilon_t^2 w_t^2(\lambda) \right] E \left[ \epsilon_t^2 w_t^2(\bar{\lambda}) \right] \right)^{1/2}}. \quad (11)
\end{align*}
\]

b. Under \( H_0^L \) weak convergence (10) is valid with \( c(\lambda) = E[w_t^2(\lambda)]/(E[\epsilon_t^2 w_t^2(\lambda)])^{1/2} > 0 \) where \( w_t(\lambda) \equiv F_t(\lambda) - E[F_t(\lambda)g_t(\zeta_0')] \times (E[g_t(\zeta_0)g_t(\zeta_0')]^{-1}g_t(\zeta_0). \)

Theorem 3.3.a implies under \( H_0 \) the test statistic converges weakly \( \{ T_n(\lambda) : \lambda \in \Lambda \} \Rightarrow^* \{ Z(\lambda)^2 : \lambda \in \Lambda \} \), where \( \{ Z(\lambda) \} \) is weakly dependent in the sense of Theorem 2.1: \( P(F_0(T(\lambda)) < \alpha, F_0(T(\bar{\lambda})) < \alpha) > \alpha^2 \) on a subset of \( \Lambda \times \Lambda \) with positive measure. This follows instantly from Gaussianity of \( \{ Z(\lambda) \} \) and its continuous covariance kernel (11). This in turn implies by Theorem 2.1 that the PVOT \( P_n^*(\alpha) \equiv \int_\Lambda I(p_n(\lambda) < \alpha) d\lambda \) does not have a degenerate limit distribution, which yields the following result by invoking Theorems 2.1 and 3.3.a.

Theorem 3.4. Let Assumption 2 and \( H_0 \) hold. Then \( \lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) \in (0, \alpha] \).
3.3 Numerical Experiment: Test of Omitted Nonlinearity

Our final goal in this section is to compare asymptotic local power for tests based on the PVOT, average \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) with uniform measure \( \mu(\lambda) \), supremum \( \sup_{\lambda \in \Lambda} T_n(\lambda) \), and Bierens and Ploberger’s (1997) Integrated Conditional Moment [ICM] statistics. We work with a simple model \( y_t = \zeta_0 x_t + \beta_0 \exp\{\lambda x_t\} + \epsilon_t \), where \( \zeta_0 = 1 \), \( \beta_0 = b/\sqrt{n} \), and \( \{\epsilon_t, x_t\} \) are iid \( N(0,1) \) distributed. We omit a constant term entirely for simplicity. In order to abstract from the impact of sampling error on asymptotics, we assume \( \zeta_0 = 1 \) is known, hence the test statistic is

\[
T_n(\lambda) \equiv \frac{\hat{z}_n^2(\lambda)}{\hat{v}_n^2(\lambda)} \quad \text{where} \quad \hat{z}_n(\lambda) \equiv \frac{1}{\sqrt{n}} \sum_{t=1}^{n} (y_t - \zeta_0 x_t) \exp\{\lambda x_t\}, \quad \hat{v}_n^2(\lambda) \equiv \frac{1}{n} \sum_{t=1}^{n} (y_t - \zeta_0 x_t)^2 \exp\{2\lambda x_t\}.
\]

The nuisance parameter space is \( \Lambda = [0,1] \). A Gaussian setting implies the main results of Andrews and Ploberger (1994) apply: the average \( \int_{\Lambda} T_n(\lambda) \mu(d\lambda) \) has the highest weighted average local power for alternatives close to the null.

In view of Gaussianicity, and Theorem 3.3, it can be shown \( \{T_n(\lambda)\} \Rightarrow \{(\mathcal{Z}(\lambda) + c(\lambda)b)^2\} \), where \( c(\lambda) = E[\exp\{2\lambda x_t\}]/(E[\epsilon_t^2 \exp\{2\lambda x_t\}])^{1/2} = (E[\exp\{2\lambda x_t\}])^{1/2} = \exp\{\lambda^2\} \), and \( \{\mathcal{Z}(\lambda)\} \) is a zero mean Gaussian process with almost surely uniformly continuous sample paths, and covariance function \( E[\mathcal{Z}(\lambda)\mathcal{Z}(\lambda')] = \exp\{-0.5(\lambda - \lambda')^2\} \). Local asymptotic power is therefore:

\[
\text{PVOT: } P \left( \int_0^1 I \left( \tilde{F}_{1,0} \left( \{\mathcal{Z}(\lambda) + b\exp\{\lambda^2\}\}^2 \right) < \alpha \right) \right) > c_{\text{ave}}^{(\text{PVOT})}
\]

\[
\text{randomized: } P \left( \sup_{\lambda \in [0,1]} \left\{ \mathcal{Z}(\lambda) + b\exp\{\lambda^2\} \right\}^2 > c_{\alpha}^{(\text{rand})} \right)
\]

\[
\text{average: } P \left( \int_0^1 \left\{ \mathcal{Z}(\lambda) + b\exp\{\lambda^2\} \right\}^2 d\lambda > c_{\alpha}^{(\text{ave})} \right)
\]

\[
\text{supremum: } P \left( \sup_{\lambda \in [0,1]} \left\{ \mathcal{Z}(\lambda) + b\exp\{\lambda^2\} \right\}^2 > c_{\alpha}^{(\text{sup})} \right),
\]

where \( \tilde{F}_{1,0} \) is the upper tail probability of a \( \chi^2(1) \) distribution; \( \lambda_* \) is a uniform random variable on \( \Lambda \), independent of \( \{\epsilon_t, x_t\} \); and \( c_{\alpha}^{(\cdot)} \) are level \( \alpha \) asymptotic critical values under the null: \( c_{\alpha}^{(\text{PVOT})} \equiv \alpha \), and \( c_{\alpha}^{(\text{rand})} \) is the \( 1 - \alpha \) quantile from a \( \chi^2(1) \) distribution. See below for approximating \( \{c_{\alpha}^{(\text{ave})}, c_{\alpha}^{(\text{sup})}\} \).

Local power for Bierens and Ploberger’s (1997) ICM statistic \( \hat{T}_n \equiv \int_0^1 \hat{z}_n^2(\lambda) \mu(d\lambda) \) is based on their Theorem 7 critical value upper bound \( \lim_{n \to \infty} P(\hat{T}_n \geq u_\alpha \int_0^1 v_n^2(\lambda) \mu(d\lambda)) \leq \alpha \), where \( v_n^2(\lambda) = \exp\{2\lambda^2\} \) satisfies \( \sup_{\lambda \in [0,1]} |\hat{v}_n^2(\lambda) - v_n^2(\lambda)| \overset{P}{\to} 0 \), and \( \{u_{0.01}, u_{0.05}, u_{1.0}\} = \{6.81, 4.26, 3.23\} \). We use a uniform measure \( \mu(\lambda) = \lambda \) since this promotes the highest weighted average local power for alternatives near \( H_0 \) (Andrews and Ploberger, 1994; Boning and Sowell, 1999). Under \( H_0^F \) we have \( \{\hat{z}_n(\lambda)\} \Rightarrow^* \{z(\lambda) + b\exp\{\lambda^2\}\} \) for some zero mean Gaussian process \( \{z(\lambda)\} \) with almost surely
uniformly continuous sample paths, and \( \int_0^1 v_n^2(\lambda)d\lambda = \int_0^1 \exp\{2\lambda^2\}d\lambda = 2.3645 \). This yields local asymptotic power:

\[
\text{ICM: } P\left( \int_0^1 \{z(\lambda) + b \exp\{\lambda^2\}\}^2 d\lambda > c_{\alpha}^{(icm)} \right) \text{ where } c_{\alpha}^{(icm)} = 2.3645 \times u_\alpha.
\]

Asymptotically valid critical values can be easily computed for the present experiment by mimicking the steps below, in which case PVOT, average, supremum, and ICM tests are essentially identical. We are, however, interested in how well Bierens and Ploberger’s (1997) solution to the problem of non-standard inference compares to existing methods.

Local power is computed as follows. We draw \( R \) samples \( \{\epsilon_{i,t}, x_{i,t}\}_{t=1}^T, i = 1, ..., R \), of iid random variables \( \epsilon_{i,t}, x_{i,t} \) from \( N(0,1) \), and draw iid \( \lambda_{s,i}, i = 1, ..., R \), from a uniform distribution on \( \Lambda \). Then \( \{Z_{T,i}(\lambda)\} = \{1/\sqrt{T} \sum_{t=1}^T \epsilon_{i,t} \exp\{\lambda x_{i,t} - \lambda^2\}\} \) is a draw from the limit process \( \{Z(\lambda)\} \) when \( T = \infty \). We draw \( R = 100,000 \) samples of size \( T = 100,000 \), and compute \( \mathcal{T}_{T,i}^{(PVOT)}(b) \equiv \int_0^1 I(\bar{F}_{1,0}(\{Z_{T,i}(\lambda) + b \exp\{\lambda^2\}\}) < \alpha)d\lambda \), \( \mathcal{T}_{T,i}^{(ave)}(b) \equiv \int_0^1 I(\{Z_{T,i} + b \exp\{\lambda^2\}\} < \alpha)d\lambda \) and \( \mathcal{T}_{T,i}^{(sup)}(b) \equiv \sup_{b \in [0,1]} \{Z_{T,i}(\lambda) + b \exp\{\lambda^2\}\}^2 \). The critical values \( \{c_{\alpha}^{(ave)}, c_{\alpha}^{(sup)}\} \) are the \( 1 - \alpha \) quantiles of \( \{\mathcal{T}_{T,i}^{(ave)}(0), \mathcal{T}_{T,i}^{(sup)}(0)\}_{i=1}^R \). In the ICM case \( \{z_{T,i}(\lambda)\} \equiv \{1/\sqrt{T} \sum_{t=1}^T \epsilon_{i,t} \exp\{\lambda x_{i,t}\}\} \) is a draw from \( \{z(\lambda)\} \) when \( T = \infty \), hence we compute \( \mathcal{T}_{T,i}^{(icm)}(b) \equiv \int_0^1 \{z_{T,i} + b \exp\{\lambda^2\}\}^2 d\lambda \). Local power is \( 1/R \sum_{i=1}^R I(\mathcal{T}_{T,i}^{(icm)}(b) > c_{\alpha}^{(icm)}) \). Integrals are computed by the midpoint method based on the discretization \( \lambda \in \{.001, .002, ..., .999, 1\} \), hence there are 1000 points (\( \lambda = 0 \) is excluded because power is trivial in that case).

Figure E.1 in Hill (2018b) contains local power plots at level \( \alpha = .05 \) over drift parameters \( b \in [0,2] \) and \( b \in [0,7] \). Notice that under the null \( b = 0 \) each test, except ICM, achieves power of nearly exactly .05 (PVOT, average and supremum are .0499, and randomized is .0511), providing numerical verification that the correct critical value for the PVOT test at level \( \alpha \) is simply \( \alpha \). The ICM critical value upper bound leads to an under sized test with asymptotic size .0365.

Second, local power is virtually identical across PVOT, random, average and supremum tests. This is logical since the underlying PV test is consistent on any compact \( \Lambda \) outside of a measure zero subset, it has non-trivial local power, and local power is asymptotic. Since the average test has the highest weighted average power aimed at alternatives near the null (Andrews and Ploberger, 1994, eq. (2.5)), we have evidence that PVOT test power is at the highest possible level. The randomized test has slightly lower power for deviations far from the null \( b \geq 2.5 \) ostensibly because for large \( b \) larger values of \( \lambda \) lead to a higher power test, while the randomized \( \lambda \) may be small. Finally, ICM power is lower near the null \( b \in (0,1.5] \) since these alternatives are most difficult to detect, and the test is conservative, but power is essentially identical to the remaining tests for drift \( b \geq 1.5 \).
4 Examples

In addition to the test of omitted nonlinearity above, we provide three more examples of PVOT tests, covering tests of functional form when some parameters may be weakly identified, GARCH effects and a one time structural break.

4.1 PVOT Test of Functional Form with Possible Weak Identification

This example showcases a unique advantage of the PVOT test: it allows for robust bootstrap inference in the presence of weak identification and a consistent test. Conversely, test statistic functionals like the supremum $\sup_{\lambda \in \Lambda} T_n(\lambda)$ and average $\int_\Lambda T_n(\lambda) \mu(d\lambda)$ cannot be validly bootstrapped asymptotically when weak identification is possible, and $\sup_{\lambda \in \Lambda} p_n(\lambda)$ need not be consistent. The following is based on ideas developed in Hill (2018a).

We work with the following model:

$$y_t = \zeta' x_t + \beta' g(x_t, \pi) + \epsilon_t = f(\theta, x_t) + \epsilon_t$$

where $x_t \in \mathbb{R}^{k_x}$ and $\theta = [\zeta', \beta', \pi]' \in \Theta$, (12)

where $g$ is a known function, and $E[\epsilon_t] = 0$ and $E[\epsilon_t^2] \in (0, \infty)$ for some unique $\theta_0 \in \Theta$ and compact $\Theta$.

We want to test $H_0 : E[y_t|x_t] = f(\theta_0, x_t)$ a.s. for some unique $\theta_0$ against $H_1 : \sup_{\theta \in \Theta} P(E[y_t|x_t] = f(\theta_0, x_t)) < 1$. If $\beta_0 \neq 0$ then $\pi_0$ is not identified. If there is local drift $\beta_0 = \beta_n \to 0$ with $\sqrt{n}||\beta_n|| \to [0, \infty)$, then estimators of $\pi_0$ have random probability limits, and estimators for $\theta_0$ have nonstandard limit distributions. The literature on consistent specification testing generally assumes strong identification (e.g. Bierens, 1982; White, 1989; Bierens, 1990; Hong and White, 1995; de Jong, 1996; Bierens and Ploberger, 1997; Hill, 2008), while the weak identification literature presumes model correctness $E[y_t|x_t] = f(\theta_0, x_t)$ a.s. (e.g. Andrews and Cheng, 2012, 2013, 2014). Hill (2018a) allows for both weak identification and model mis-specification.

Hill (2018a) proposes a modified Conditional Moment [CM] test statistic and bootstrap procedure, both to account for possible weak identification. We only highlight the main result here. Define

$$d_{\theta,t}(\omega, \pi) \equiv \left[ g(x_t, \pi)', x_t', \omega \frac{\partial}{\partial \omega} g(x_t, \pi) \right]'$$

and

$$\tilde{b}_{\theta,n}(\omega, \pi, \lambda) \equiv \frac{1}{n} \sum_{t=1}^{n} F(\lambda' \mathcal{W}(x_t)) d_{\theta,t}(\omega, \pi)$$

$$\tilde{H}_n = \frac{1}{n} \sum_{t=1}^{n} d_{\theta,t}(\omega(\hat{\beta}_n), \hat{\pi}_n) d_{\theta,t}(\omega(\hat{\beta}_n), \hat{\pi}_n)'$$

where

$$\omega(\beta) \equiv \left\{ \begin{array}{ll} \beta / \|\beta\| & \text{if } \beta \neq 0 \\ 1_k / \|1_k\| & \text{if } \beta = 0 \end{array} \right.$$

$$\tilde{c}_n^2(\hat{\theta}_n, \lambda) \equiv \frac{1}{n} \sum_{t=1}^{n} \tilde{c}_t^2(\hat{\theta}_n) \left\{ F(\lambda' \mathcal{W}(x_t)) - \tilde{b}_{\theta,n}(\omega(\hat{\beta}_n), \hat{\pi}_n, \lambda)' \tilde{H}_n^{-1} d_{\theta,t}(\omega(\hat{\beta}_n), \hat{\pi}_n) \right\}^2.$$
The CM statistic is:

$$\mathcal{T}_n(\lambda) = \left( \frac{1}{\hat{v}_n(\hat{\theta}_n, \lambda)} \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \epsilon_t(\hat{\theta}_n) F(\chi^2(W(x_t))) \right)^2.$$  

The test statistic is similar to those in Bierens (1990) and Stinchcombe and White (1998). The scale \( \hat{v}_n(\hat{\theta}_n, \lambda) \), however, has been altered by dividing by \( ||\beta|| \) in order to avoid a singular Hessian matrix under semi-strong identification \( \beta_0 = 0 \) and \( \sqrt{n}||\beta_n|| \to \infty \) (cf. Andrews and Cheng, 2012, Section 3.5).

Technical results are derived under two overlapping identification cases: under case \( C(i, b) \) there is \( \beta_n \to \beta_0 = 0 \) and \( \sqrt{n} \beta_n \to b \) where \( b \in (\mathbb{R} \cup \{\pm \infty\})^{k_\beta} \); and under case \( C(ii, \omega_0) \), \( \beta_n \to \beta_0 \) where \( \beta_0 \geq 0, \sqrt{n} ||\beta_n|| \to \infty \), and \( \beta_n/||\beta_n|| \to \omega_0 \) where \( ||\omega_0|| = 1 \). Case \( C(i, b) \) contains sequences \( \beta_n \) close to zero, and when \( ||b|| < \infty \) then \( \pi_0 \) is either weakly or non-identified. Case \( C(ii, \omega_0) \) contains sequences \( \beta_n \) farther from zero, covering semi-strong \( (\beta_0 = 0 \text{ and } \sqrt{n}||\beta_n|| \to \infty) \) and strong \( (\beta_0 \neq 0) \) identification for \( \pi_0 \). Cf. Andrews and Cheng (2012). In order to conserve space, we say ”weak identification” to mean weak and non-identification, and ”strong identification” to mean semi-strong or strong identification.

Under strong identification \( C(ii, \omega_0) \), \( \{\mathcal{T}_n(\lambda) : \lambda \in \Lambda\} \) converges weakly to a chi-squared process. Under weak identification \( C(i, b) \) the limit process is non-standard with nuisance parameter \( \lambda \), and other nuisance parameters \( h \) containing \( b \) and distribution nuisance parameters (e.g. \( \pi_0 \) and \( E[\epsilon_t^2] \)). See Hill (2018a, Theorem 4.2 and Section 5). Let \( \{\mathcal{T}(\lambda) : \lambda \in \Lambda\} \) denote either limit process.

Test statistic transforms like \( \sup_{\lambda \in \Lambda} \mathcal{T}_n(\lambda) \) and \( \int_{\Lambda} \mathcal{T}_n(\lambda) \mu(d\lambda) \) cannot be consistently bootstrapped or simulated if weak identification is possible. The reason is a consistent estimate of the covariance kernel for \( \{\mathcal{T}(\lambda) : \lambda \in \Lambda\} \) is required, which depends on \( \pi_0 \). The latter cannot be consistently estimated under the weak identification case \( C(i, b) \) (Andrews and Cheng, 2012). Invalidity of the bootstrap is easily demonstrated by simulation: see Hill (2018a) and see Section 5.2.

Hill (2018a) therefore takes a difference approach by bootstrapping a p-value \( p_n(\lambda) \) for \( \mathcal{T}_n(\lambda) \) that is consistent for the asymptotic p-value, under any degree of (non)identification. The key steps involve computing (or bootstrapping) the asymptotic p-value under strong identification, wild bootstrapping the p-value under weak identification using \( \mathcal{M} \) bootstrapped samples, and then combining the two in a way that promotes valid inference asymptotically under any degree of identification.\(^6\) Let \( \hat{p}_{n, \mathcal{M}}(\lambda) \) be the resulting combined bootstrapped p-value (see Hill, 2018a, Sections 5 and 6).

Define the PVOT \( \hat{P}_{n, \mathcal{M}}(\alpha) = \int_{\Lambda} I(\hat{p}_{n, \mathcal{M}}(\lambda) < \alpha) d\lambda \). The test rejects \( H_0 \) when \( \hat{P}_{n, \mathcal{M}}(\alpha) > \alpha \). The PVOT test has the correct asymptotic level and is consistent. See Hill (2018a, Theorem 6.3) for a

---

\(^6\)Hill (2018a) uses the least favorable and identification category selection constructions from Andrews and Cheng (2012) as the basis for p-value combinations. Andrews and Cheng (2012) use those notions for critical value combinations under assumed model correctness and without a nuisance parameter under a specific hypothesis.
proof of the following result.

**Theorem 4.1.** Let $\mathcal{M} = \mathcal{M}_n \to \infty$ as $n \to \infty$. Under regularity conditions presented in Hill (2018a, Theorem 6.3), if $H_0$ is true then $\lim_{n \to \infty} P(\hat{T}_n,\mathcal{M}(\alpha) > \alpha) \leq \alpha$, and otherwise $P(\hat{T}_n,\mathcal{M}(\alpha) > \alpha) \to 1$.

**Remark 9.** As stated above, there does not exist a valid bootstrap method for handling test statistic functionals like the average and supremum. The bootstrap method developed in Hill (2018a) is only valid for computing an approximate p-value (or critical value) for the non-smoothed $T_n(\lambda)$ that is asymptotically consistent for the asymptotic p-value (Hill, 2018a, Theorem 6.2). The practitioner is therefore left with smoothing such a p-value approximation $\hat{p}_{n,\mathcal{M}}(\lambda)$. The supremum $\sup_{\lambda \in \Lambda} \hat{p}_{n,\mathcal{M}}(\lambda)$, however, promotes a conservative test that is not consistent. Even though $\hat{p}_{n,\mathcal{M}}(\lambda) \overset{p}{\to} 0 \forall \lambda \in \Lambda/S$ where $S$ has Lebesgue measure zero, as long as there exists $\lambda \in \Lambda$ such that a Type II error occurs, i.e. $\hat{p}_{n,\mathcal{M}}(\lambda) \overset{p}{\to} (0,1]$, then $\sup_{\lambda \in \Lambda} \hat{p}_{n,\mathcal{M}}(\lambda) \overset{p}{\to} (0,1]$ and the sup-p-value test is inconsistent. Conversely, the PVOT test with $\hat{p}_{n,\mathcal{M}}(\lambda)$ is both consistent and immune to weak identification.

### 4.2 PVOT Test of GARCH Effects

We want to test the hypothesis that a process does not have GARCH effects. Consider a stationary GARCH(1,1) model (Bollerslev, 1986; Nelson, 1990):

\[
y_t = \sigma_t \epsilon_t \text{ where } \epsilon_t \text{ is iid, } E[\epsilon_t] = 0, E[\epsilon_t^2] = 1, \text{ and } E[\epsilon_t]^r < \infty \text{ for } r > 4
\]

\[
\sigma_t^2 = \omega_0 + \delta_0 y_{t-1}^2 + \lambda_0 \sigma_{t-1}^2 \text{ where } \omega_0 > 0, \delta_0, \lambda_0 \in [0,1), \text{ and } E[\ln (\delta_0 \epsilon_t^2 + \lambda_0)] < 0.
\]  

Under $H_0$: $\delta_0 = 0$ if the starting value is $\sigma_0^2 = \hat{\omega} = \omega_0/(1 - \lambda_0) > 0$ then $\sigma_t^2 = \omega_0 + \lambda_0 \omega_0/(1 - \lambda_0) = \hat{\omega}$ and so on under $H_0$, hence $\sigma_t^2 = \hat{\omega} \forall t \geq 0$ which means there are no GARCH effects. In this case the $\sigma_{t-1}^2$ marginal effect $\lambda_0$ is not identified. Further, $\delta_0, \lambda_0 \geq 0$ must be maintained during estimation to ensure a positive conditional variance, and because this includes a boundary value, QML asymptotics are non-standard (Andrews, 1999, 2001).

Let $\theta = [\omega, \delta, \lambda]$, and define the parameter subset $\pi = [\omega, \delta]^\prime \in \Pi \equiv [\iota_\omega, u_\omega] \times [0,1 - \iota_\delta]$ for tiny $(\iota_\omega, \iota_\delta) > 0$ and some $u_\omega > 0$. Express the volatility process as $\sigma_t^2(\pi, \lambda) = \omega + \delta y_{t-1}^2 + \lambda \sigma_{t-1}^2(\pi, \lambda)$ for an imputed $\lambda \in \Lambda \equiv [0,1 - \iota_\lambda]$ and tiny $\iota_\lambda > 0$. Denote the unrestricted QML estimator of $\pi_0$ for a given $\lambda \in \Lambda$: $\hat{\pi}_n(\lambda) = [\hat{\omega}_n(\lambda), \hat{\delta}_n(\lambda)]^\prime \equiv \arg \min_{\pi \in \Pi} 1/n \sum_{t=1}^n \{\ln(\sigma_t^2(\pi, \lambda)) + y_t^2/\sigma_t^2(\pi, \lambda)\}$. Andrews’ (1999) test statistic is:

\[
T_n(\lambda) = n \hat{\delta}_n^2(\lambda).
\]  
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Theorem 4.2. Let \( \{y_t\} \) be generated by process (13). Assumption 1 applies where \( T(\lambda) = (\max\{0, Z(\lambda)\})^2 \), and \( \{Z(\lambda)\} \) is a zero mean Gaussian process with a version that has almost surely uniformly continuous sample paths, and covariance function \( E[Z(\lambda_1)Z(\lambda_2)] = (1 - \lambda_1^2)(1 - \lambda_2^2)/(1 - \lambda_1\lambda_2) \).

A simulation procedure can be used to approximate the asymptotic p-value (cf. Andrews, 2001). Draw \( \hat{\mathcal{M}} \in \mathbb{N} \) samples of iid standard normal random variables \( \{Z_{j,i}\}_{j=1}^{\hat{\mathcal{M}}} \), and compute \( 3\tilde{R}_{j,i}(\lambda) \equiv (1 - \lambda^2) \sum_{j=0}^{\hat{\mathcal{R}}} \lambda^j Z_{j,i} \) and \( T_{R,i}(\lambda) \equiv (\max\{0, 3\tilde{R}_{j,i}(\lambda)\})^2 \). Notice \( 3\tilde{R}_i(\lambda) \equiv (1 - \lambda^2) \sum_{j=0}^{\hat{\mathcal{R}}} \lambda^j Z_j \) is zero mean Gaussian with the same covariance function as \( Z(\lambda) \) when \( \hat{\mathcal{R}} = \infty \), hence \( \{T_{\infty,i}(\lambda) : \lambda \in \Lambda\} \) is an independent draw from the limit process \( \{T(\lambda) : \lambda \in \Lambda\} \). The p-value approximation is \( \hat{p}_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\lambda) \equiv 1/\hat{\mathcal{M}} \sum_{i=1}^{\hat{\mathcal{M}}} I(T_{R,i}(\lambda) > T_n(\lambda)) \). Since we can choose \( \hat{\mathcal{M}} \) and \( \hat{\mathcal{R}} \) to be arbitrarily large, we can make \( \hat{p}_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\lambda) \) close to the asymptotic p-value by the Glivenko-Cantelli theorem. Now compute the PVOT \( P^*_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\alpha) \equiv \int_{\Lambda} I(\hat{p}_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\lambda) < \alpha) d\lambda \).

Theorem 4.3. Let \( \{y_t\} \) be generated by the process in (13), and let \( \{\hat{\mathcal{R}},\hat{\mathcal{M}}\}_{n=1}^{\infty} \) be sequences of positive integers, \( \hat{\mathcal{R}} \to \infty \) and \( \hat{\mathcal{M}} \to \infty \). If \( H_0: \delta_0 = 0 \) is true then \( \lim_{n \to \infty} P(P^*_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\alpha) > \alpha) \in (0, \alpha] \). Otherwise if \( \delta_0 > 0 \) then \( P(P^*_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\alpha) > \alpha) \to 1 \).

Remark 10. Under \( H_0, h(T_n(\lambda)) \overset{d}{\to} h(T(\lambda)) \) for mappings \( h: \mathbb{R} \to \mathbb{R} \), continuous a.e., by exploiting theory in Andrews (2001, Section 4). The relevant simulated p-value is \( \hat{p}^{(h)}_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\lambda) \equiv 1/\hat{\mathcal{M}} \sum_{i=1}^{\hat{\mathcal{M}}} I(h(T_{R,i}(\lambda)) > h(T_n(\lambda))) \). Arguments used to prove Theorem 4.3 easily lead to a proof that \( \hat{p}^{(h)}_{\hat{\mathcal{R}},\hat{\mathcal{M}},\hat{n}}(\lambda) \) is consistent for the corresponding asymptotic p-value.

4.3 PVOT Test of A One Time Structural Break

The model we consider for simplicity is

\[
y_t = \beta_t' x_t + \epsilon_t \text{ where } \beta_t \in \mathbb{R}^{k_\beta} \text{ may depend on } t \geq 1, \text{ and } k_\beta \geq 1.
\]

Let \( \beta_t \in \mathcal{B} \), a compact subset of \( \mathbb{R}^{k_\beta} \). We want to test for parameter constancy \( H_0: \beta_t = \beta_0 \) \( \forall t \geq 1 \) against a one-time change point \( H_1: \beta_t = \beta_1 \) for \( t = 1, \ldots, [\lambda n] \) and \( \beta_t = \beta_2 \) for \( t \geq [\lambda n] + 1 \). The literature is massive: see Andrews (1993) for a references, and see Hawkins (1987) and Davis, Huang, and Yao (1995).

The parameters \( \beta_t \) are constants, and \( \lambda \) is a nuisance parameter under \( H_1 \). Any of the trilogy Wald, LM and LR statistics can be computed. We work with a Wald statistic based on the unrestricted least squares estimator \( \hat{\theta}_n(\lambda) = [\hat{\beta}_1,n(\lambda)', \hat{\beta}_2,n(\lambda)']' = \arg\min_{\theta_0 \in \mathbb{R}^{2k_\beta}} \sum_{t=1}^{n}(y_t - \theta' x_{n,t}(\lambda))^2, \) where \( \theta = [\beta_1', \beta_2']' \) and the partitioned regressors are \( x_{n,t}(\lambda) \equiv [x_t'| (1 \leq t \leq [\lambda n]), x_t'| ([\lambda n] + 1 \leq t \leq n)]' \).
Andrews’ (1993) Wald statistic is

\[ T_n(\lambda) = \left( \hat{\lambda}_{n,1}(\lambda) - \hat{\lambda}_{n,2}(\lambda) \right)' \left\{ \hat{V}_{n,1}(\lambda)/\lambda + \hat{V}_{n,2}(\lambda)/(1-\lambda) \right\}^{-1} \left( \hat{\lambda}_{n,1}(\lambda) - \hat{\lambda}_{n,2}(\lambda) \right). \] (15)

The variance estimators \( \hat{V}_{n,i}(\lambda) \) can be defined using a partitioned or full sample since under the null a break does not occur, hence any such estimator will converge to the same limit in probability (Andrews, 1993, eq’s (3.9)-(3.14)). Define \( m_t(\beta) \equiv (y_t - \beta' x_t) x_t, \) \( m_{n,t,1}(\beta, \lambda) \equiv m_t(\beta) - 1/(\lambda n) \sum_{t=1}^{\lambda n} m_t(\beta), \) \( m_{n,t,2}(\beta, \lambda) \equiv m_t(\beta) - 1/((1-\lambda)n) \sum_{t=\lambda n+1}^{n} m_t(\beta), \) and \( M_{n,t,i}(\beta, \lambda) \equiv m_{n,t,i}(\beta, \lambda) m_{n,t,i}(\beta, \lambda)' \). In the partitioned sample case

\[ \hat{V}_{n,i}(\lambda) \equiv \left\{ \hat{J}_{n,i}(\lambda)' \hat{S}_{n,i}^{-1}(\lambda) \hat{J}_{n,i}(\lambda) \right\}^{-1} \text{ where:} \]

\[ \hat{J}_{n,1}(\lambda) = \frac{1}{\lambda n} \sum_{t=1}^{[\lambda n]} x_t x_t' \text{ and } \hat{J}_{n,2}(\lambda) = \frac{1}{(1-\lambda)n} \sum_{t=[\lambda n]+1}^{n} x_t x_t' \]

\[ \hat{S}_{n,1}(\lambda) \equiv \frac{1}{\lambda n} \sum_{t=1}^{[\lambda n]} M_{n,t,1}(\lambda) \text{ and } \hat{S}_{n,2} \equiv \frac{1}{(1-\lambda)n} \sum_{t=[\lambda n]+1}^{n} M_{n,t,2}(\lambda) \]

The full sample estimator \( \hat{V}_n = \{ \hat{J}_n' \hat{S}_n^{-1} \hat{J}_n \}^{-1} \) uses \( \hat{J}_n = \hat{J}_{n,1}(1) \) and \( \hat{S}_n = \hat{S}_{n,1}(1) \).

Andrews (1993) uses \( \sup_{\lambda \in \Lambda} T_n(\lambda) \) to control for the unknown \( \lambda \), where \( \Lambda \) is a compact subset of \((0,1)\). Bounding \( \lambda \) away from 0 and 1 ensures \( \sup_{\lambda \in \Lambda} T_n(\lambda) \) does not diverge under the null, and promotes non-trivial local power and a consistent test (see Andrews, 1993, Corollary 1). See also Andrews and Ploberger (1994, Example 4.1), and see Hawkins (1987) and Davis, Huang, and Yao (1995).

The PVOT test applies since \( \{ T_n(\lambda) : \lambda \in \Lambda \} \) is squared tied-down Brownian motion under \( H_0 \) and regularity conditions given below, hence \( T_n(\lambda) \) is for each \( \lambda \) asymptotically \( \chi^2(1) \). Thus, the PVOT test is based on the asymptotic p-value \( p_n(\lambda) \equiv P(\chi^2_{k_\beta} > T_n(\lambda)) \) where \( \chi^2_{k_\beta} \) is distributed \( \chi^2(k_\beta) \), and Assumption 1 holds. Furthermore, \( T_n(\lambda) \) has non-trivial local power against a general class of local alternatives (cf. Andrews, 1993, Theorem 4), hence the PVOT test has non-trivial local power and is consistent against \( H_1 \).

We give simple sufficient conditions below for null and local alternative asymptotics. These low level assumptions are encompassed by the more general high level Assumptions 1.a,b and 1-UP in Andrews (1993) which allow for nonlinear models and GMM. These can be easily invoked here at the sharp cost of increased notation. Define \( V \equiv \sigma^2 J^{-1} \) where \( J \equiv \lim_{n \to \infty} 1/n \sum_{t=1}^{n} E[x_t x_t'] \) exists by assumption below, and \( \sigma^2 = E[\epsilon_t^2] \).
The proof technically comes directly from Theorem 4 in Andrews (1993). We provide a proof in Hill (2018b, Appendix D) because our environment is less general than Andrews’ (1993), which affords greater notational simplicity in many cases.

**Theorem 4.4.** Assume the following: (i) $\beta_t \in \mathcal{B} \subset \mathbb{R}^{k_\beta} \ \forall t \in \mathbb{Z}$, and under the null $\beta_0$ lies in the interior of $\mathcal{B}$. (ii) $\{\epsilon_t, x_t, y_t\}_{t \geq 1}$ lies on a common probability space $(\Omega, \mathcal{F}, P)$. (iii) $\epsilon_t$ is $L_r$-bounded for some $r > 2$ uniformly over $t$; $x_t$ is $L_q$-bounded for some $q > 4$ uniformly over $t$; $(\epsilon_t, x_t)$ are $\mathcal{F}_t$-measurable, $\sigma(\cup_{t \in \mathbb{N}} \mathcal{F}_t) \subseteq \mathcal{F}$ for $t \geq 1$, and $\alpha$-mixing with coefficients $\alpha_h = O(h^{-r/(r-2)})$; and $\{x_t, y_t\}_{t \geq 1}$ are stationary under $H_0$. (iv) $(\epsilon_t, \mathcal{F}_t)$ and $\{\epsilon_t^2 - \sigma^2, \mathcal{F}_t\}$ are stationary martingale difference sequences. (v) $\lim_{n \to \infty} 1/n \sum_{t=1}^n E[x_t x'_t]$ exists and is positive definite. Finally, (vi) $E[\sup_{k,t \in \mathbb{N}} \{1/l \sum_{t=k+1}^{k+l} |x_t x'_t| + K x_t^2\}] < \infty$.

a. Under $H_0$, $\{T_n(\lambda) : \lambda \in \Lambda\} \Rightarrow^* \{T(\lambda) : \lambda \in \Lambda\}$ where $T(\lambda) \equiv \left(\mathcal{B}_{k_\beta}(\lambda) - \lambda \mathcal{B}_{k_\beta}(1)) / \lambda(1 - \lambda)\right)$, and $\{\mathcal{B}_{k_\beta}(\lambda) : \lambda \in \Lambda\}$ is a $k_\beta \times 1$ vector of independent Brownian motions on $\Lambda$. Therefore Assumption 1 holds, where $T(\lambda)$ is pointwise $\chi^2(k_\beta)$ distributed.

b. Consider a sequence of local alternatives $H_t^{\lambda} : \beta_t = \beta_0 + \eta I(t \leq [n\lambda]) / \sqrt{n}$ for fixed $\eta \in \mathbb{R}^{k_\beta}$. Under $H_t^{\lambda}$, $\{T_n(\lambda) : \lambda \in \Lambda\} \Rightarrow^* \mathfrak{B}(\lambda, \eta)^T \mathfrak{B}(\lambda, \eta)$ where

$$
\mathfrak{B}(\lambda, \eta) = \frac{1}{\sqrt{\lambda(1 - \lambda)}} \left(\mathcal{B}_{k_\beta}(\lambda) - \lambda \mathcal{B}_{k_\beta}(1)\right) + \sqrt{\lambda(1 - \lambda)} \nu^{-1/2} \eta,
$$

a pointwise non-central $\chi^2(k_\beta)$ random variable with non-centrality $\sqrt{\lambda(1 - \lambda)} \nu^{-1/2} \eta$. The PVOT test is therefore consistent.

**Remark 11.** The moment and mixing properties are common, reflecting a standard trade-off. The higher moment requirement for $x_t$ is necessary for a required uniform law of large numbers for $(y_t - \beta'x_t)^2 x_t x'_t$, as a basis for characterizing the limit of $\hat{S}_{n,i}(\lambda)$. The allowance of non-stationarity requires (v), cf. Andrews (1993, Assumption 1.g). Condition (vi) is standard, and implies a required stochastic equicontinuity property over $\Lambda$, similar to Herndon (1984, eq. (1.3)) and McLeish (1977, Lemma 3.6) for dependent and possibly non-stationary sequences. It can be relaxed under the null in which case $\{x_t, y_t\}_{t \geq 1}$ are stationary (e.g. McLeish, 1977, Corollary 3.9).

**Remark 12.** Sample paths of $\{p_n(\lambda) : \lambda \in \Lambda\}$ are highly non-smooth due to the partitioned estimator $\hat{\theta}_n(\lambda)$ instability over $\Lambda$, leading to empirical size distortions. A smoothed p-value in the manner of Section 2.1 is therefore required. See the following simulation study, and see Figure E.4 in Hill (2018b).
5 Simulation Study

We perform four Monte Carlo experiments concerning tests of functional form with and without the possibility of weak identification, GARCH effects, and one time structural break. The same discretized $\Lambda$ is used for PVOT and bootstrap p-value tests, and integrals are discretized using the midpoint method. Wild bootstrapped p-values are computed with $R = 1000$ samples of iid standard normal random variables \{z_{t,i}\}_{i=1}^n. Sample sizes are $n \in \{100, 250, 500\}$ and 10,000 samples \{y_t\}_{t=1}^n are independently drawn in each case. Nominal levels are $\alpha \in \{.01, .05, .1\}$.

5.1 Test of Functional Form

We work with a threshold process in which all parameters are strongly identified.

**Step-Up** Samples \{y_t\}_{t=1}^n are drawn from one of four data generating processes: linear $y_t = 2x_t + \epsilon_t$ or quadratic $y_t = 2x_t + .1x_t^2 + \epsilon_t$, where \{x_t, \epsilon_t\} are iid standard normal random variables; and AR(1) $y_t = .9x_t + \epsilon_t$ or Self-Exciting Threshold AR(1) $y_t = .9x_t - .4x_tI(x_t > 0) + \epsilon_t$, where $x_t = y_{t-1}$ and $\epsilon_t$ is iid standard normal random. In the time series cases we draw $2n$ observations with starting values $y_1 = 1$ and retain the last $n$ observations. Now write $\sum$ for sample summations: for iid data $\sum \equiv \sum_{t=1}^n$ and for time series $\sum \equiv \sum_{t=2}^n$. The estimated model is $y_t = \beta x_t + \epsilon_t$, and we test $H_0 : E[y_t|x_t] = \beta_0 x_t$ a.s. for some $\beta_0$.

We compute $T_n(\lambda)$ in (8) with logistic $F(\Psi(x_t)) = (1 + \exp\{\Psi(x_t)\})^{-1}$ and $\Psi(x_t) = \arctan(x_t^*)$, where $x_t^* \equiv x_t - 1/n \sum x_t$. Write $F_t(\lambda) = F(\lambda \Psi(x_t))$, let $\hat{\beta}_n$ be the least squares estimator, and define $\hat{z}_n(\lambda) \equiv 1/n^{1/2} \sum (y_t - \hat{\beta}_n x_t) F_t(\lambda)$. Then $T_n(\lambda) \equiv \hat{z}_n^2(\lambda)/\hat{\nu}_n^2(\lambda)$ with $\hat{\nu}_n^2(\lambda) \equiv 1/n \sum (y_t - \hat{\beta}_n x_t)^2 \hat{w}_{n,t}^2(\lambda)$, where $\hat{w}_{n,t}(\lambda) \equiv F_t(\lambda) - \hat{b}_n(\lambda)' \hat{A}_n^{-1} x_t$, $\hat{b}_n \equiv 1/n \sum x_t F_t(\lambda)$ and $\hat{A}_n \equiv 1/n \sum x_t x_t'$ (see White, 1989, cf. Bierens, 1990). $T_n(\lambda)$ satisfies Theorems B.2 and B.3 in Hill (2018b), hence weak convergence (10) applies, and $T_n(\lambda)$ is pointwise asymptotically $\chi^2(1)$ under $H_0$.

**Tests** We perform four tests. First, the PVOT over $\Lambda = [0.0001, 1]$ based on the asymptotic p-value for $T_n(\lambda)$. Figure E.2 in Hill (2018b) shows that p-value sample paths are exceptionally smooth. Indeed, using the moving average p-value in Section 2.1, under various degrees of smoothing, leads essentially to identical results. We therefore do not use the smoothed p-value from Section 2.1. The discretized set is $\Lambda_n \equiv \{0.0001 + 1/(\varpi n), 0.0001 + 2/(\varpi n), ..., 0.0001 + \bar{i}_n(\varpi)/(\varpi n)\}$ where $\bar{i}_n(\varpi) \equiv \arg\max\{1 \leq i \leq \varpi n : i \leq .9990\varpi n\}$, with a coarseness parameter $\varpi = 100$. We can use a much smaller $\varpi$ if the sample size is large enough (e.g. $\varpi = 10$ when $n = 250$, or $\varpi = 1$ when $n \geq 500$), but in general small $\varpi n$ leads to over-rejection of $H_0$. Second, we use $T_n(\lambda)$ with a uniformly randomized $\lambda^* \in \Lambda$ and an asymptotic p-value. Third, $\sup_{\lambda \in \Lambda_n} T_n(\lambda)$ and $\int_{\Lambda_n} T_n(\lambda) \mu(d\lambda)$ with uniform measure
\[ \mu(\lambda), \text{ and wild bootstrapped p-values (cf. Hansen, 1996). Fourth, Bierens and Ploberger's (1997) ICM } \hat{I}_n \equiv \int_{\Delta_n} \frac{v_n^2(\lambda)}{\mu(\lambda)} d\lambda \text{ with uniform } \mu(\lambda), \text{ and the critical value upper bound } c_\alpha \int_{\Delta} \hat{v}_n^2(\lambda) \mu(d\lambda), \text{ where } \{c_{.01}, c_{.05}, c_{.10}\} = \{6.81, 4.26, 3.23\} \text{ (Bierens and Ploberger, 1997, Section 6).} \]

**Results** Rejection frequencies for \(\alpha \in \{.01, .05, .10\} \) are reported in Table 1. The ICM test tends to be under sized, which is expected due to the critical value upper bound. Randomized, average and supremum tests have accurate empirical size for iid data, but exhibit size distortions for time series data when \(n \in \{100, 250\}\). The PVOT test has relatively sharp size in nearly every case, but is slightly over-sized for time series data when \(n = 100\).

All tests except the supremum test have comparable power, while the ICM test has low power at \(\alpha = .01\). The supremum test has the lowest power, although its local power was essentially identical to the average and PVOT tests for a similar test of omitted nonlinearity (see Section 3.3). In the time series case, however, PVOT power when \(n = 100\) is lower than all other tests, except the supremum test in general and the ICM test at level \(\alpha = .01\). PVOT rejection frequencies are \{.135, .206, .645\} for tests at levels \{.01, .05, .10\}, while randomized, average, supremum and ICM power are \{.135, .592, .846\}, \{.062, .412, .726\}, \{.021, .209, .561\} and \{.004, .643, .866\} respectively. These discrepancies, however, vanish when \(n \in \{250, 500\}\). The ICM test has dismal power at the 1% level when \(n \leq 250\) and much lower power than all other tests when \(n = 500\), but comparable or better power at levels 5% and 10%. In summary, across cases the various tests are comparable; supremum test power is noticeably lower in many cases; and the PVOT test generally exhibits fewer size distortions, and competitive or high power in nearly every case.

Of particular note, the accuracy of PVOT size provides further evidence that the PVOT asymptotic critical value is identically \(\alpha\). Finally, when \(n = 100\) the PVOT test took on average .0085 minutes (.51 seconds), while the bootstrapped average or supremum test took 8.07 minutes on average. The 1000-fold increase is due to the number of bootstrap samples. This demonstrates the PVOT test computational convenience, arising entirely from its asymptotic critical value (upper bound) being the test level \(\alpha\).

### 5.2 Test of Functional Form with Weak Identification

We now work with a Smooth Transition Autoregression [STAR], allowing for weak identification. The following summarizes the simulation study in Hill (2018a, Section 7).
Step-Up The data are drawn from:

$$y_t = \zeta_0 y_{t-1} + \beta_n y_{t-1} \frac{1}{1 + \exp \left\{ -10 \left( y_{t-1} - \pi_0 \right) \right\}} + \varepsilon_0 \frac{1}{1 + y_{t-1}^2} + \epsilon_t,$$

where $\epsilon_t$ is iid $N(0,1)$. If $\varepsilon_0 = 0$ then $y_t$ is a Logistic STAR process and the null hypothesis is true. If $\beta_n \to 0$ too quickly then $\pi_0$ cannot be identified and estimation asymptotics are non-standard. We use $\zeta_0 = .06$, $\pi_0 = 0$ and $\varepsilon_0 \in \{0, .03, .3\}$, the latter allowing for weak and strong degrees of deviation from the null. We use $\beta_n \in \{.3, 3/\sqrt{n}, 0\}$ representing strong identification, weak identification with $\sqrt{n}\beta_n = .3$ and $\beta_n \to \beta_0 = 0$, and non-identification with $\beta_n = \beta_0 = 0$.

Let $\iota = 10^{-10}$. The estimated parameters satisfy $\beta_n \in \mathcal{B}^*$, $\zeta_0 \in \mathcal{Z}^*(\beta)$ and $\pi_0 \in \Pi^*$. The true parameter spaces are $\mathcal{B}^* = [-1 + \iota, 1 - \iota]$, $\mathcal{Z}^*(\beta) = [-1 - \beta < \zeta < 1 - \beta]$, and $\Pi^* = [-1, 1]$. The spaces used for estimation are $\mathcal{B} = [-1 + \iota, 1 - \iota]$, $\mathcal{Z}(\beta) = [-1 - \beta < \zeta < 1 - \beta]$, and $\Pi = [-2, 2]$. Thus $|\zeta + \beta| < 1$ on $\Theta \equiv \mathcal{B} \times \mathcal{Z}(\beta) \times \Pi$, which ensures stationarity (see Bhattacharya and Lee, 1995, Theorem 1).

We draw 100 start values uniformly on $\Theta$ and estimate $\theta_0 = [\zeta_0, \beta_0, \pi_0]'$ by least squares for each start value, resulting in $\{\hat{\theta}_{n,i}\}_{i=1}^{100}$. The final $\hat{\theta}_n$ minimizes the least squares criterion over $\{\hat{\theta}_{n,i}\}_{i=1}^{100}$. We also require $\hat{\sigma}_n^2 = 1/n \sum_{t=2}^n \left( y_t - \hat{\zeta}_n y_{t-1} - \hat{\beta}_n y_{t-1} (1 + \exp \{-10(y_{t-1} - \hat{\pi}_n)\}) \right)^2$. Notice $\hat{\sigma}_n^2 \to \sigma^2$ under mild conditions and any degree of (non)identification: if $\hat{\beta}_n \not \to 0$ fast enough then the non-standard limit properties of $\hat{\pi}_n$ are irrelevant (see Hill, 2018a, Theorem 4.1 and Remark 8).

The test weight is logistic $F(u) = 1/(1 + \exp\{u\})$, and $F(\lambda'\Psi(x_t))$ uses the bounded one-to-one transform $\Psi(x) = \text{atan}(x)$ as in Bierens (1990, p. 1445, 1453). The parameter space is $\Lambda = [1, 5]$. We use a discretization $\Lambda_n$ with endpoints $\{1, 5\}$, and equal increments with $n$ elements (e.g. $\Lambda_{100} = \{1, 1.04, 1.08, ..., 5\}$).

Tests Eleven tests are performed. The first five are not robust to weak identification: (i) uniformly randomize $\lambda^*$ on $\Lambda$, compute $T_n(\lambda^*)$ and use $\chi^2(1)$ for p-value computation; (ii) $\sup_{\lambda \in \Lambda_n} p_n(\lambda)$; (iii) $\sup_{\lambda \in \Lambda_n} T_n(\lambda)$ and (iv) $\int_{\Lambda_n} T_n(\lambda) \mu(d\lambda)$ where $\mu$ is the uniform measure on $\Lambda$, and p-values are computed by wild bootstrap; and (v) the PVOT test using $\Lambda_n$, and a p-value computed from the $\chi^2(1)$ distribution.

The final six tests are robust based on the bootstrapped p-value procedure in Hill (2018a). We compute $T_n(\lambda^*)$ using (vi) the plug-in least-favorable [LF] and (vii) plug-in Identification Category Selection Type 1 [ICS-1] p-values from (Hill, 2018a, Sections 5 and 6); $\sup_{\lambda \in \Lambda_n} p_n(\lambda)$ using (vii) the plug-in LF and (ix) plug-in ICS-1 p-values; and PVOT using (x) the plug-in LF and (xi) plug-in ICS-1

---

7Computation is performed using Matlab R2016. An analytic gradient is used for optimization. The criterion tolerance for ceasing iterations is $1e^{-8}$, and the maximum number of allowed iterations is 20,000.
p-values. See Hill (2018a, Section 7) for details on p-value computation for the present experiment.

**Results** Table 2 contains rejection frequencies. All tests are fairly comparable under strong identification $\beta_n = .3$. By construction the LF p-values are larger than the ICS-1 p-values, which are larger than the $\chi^2$ p-values. This results in lower rejection rates even under strong identification. The sup-p-value test is conservative by construction, with comparatively smaller rejection rates.

Under weak and non-identification most non-robust tests over reject the null hypothesis, and most distortions are comparatively large. Ironically, the non-robust sup$_{\lambda \in \Lambda_n} p_n(\lambda)$ is relatively large, which pushes that test’s rejection frequencies down. While this inadvertently compensates for the potential for a size distortion, it leads to lower empirical power.

The sole test that both controls for weak identification and obtains relatively high power is the PVOT test with ICS-1 p-values. The PVOT test with LF p-values also works well, but tends to have lower power than the ICS-1 based PVOT test. This follows since the LF p-values are larger than the $\chi^2$ p-values. See Hill (2018a, Section 7) for details on p-value computation for the present experiment.

### 5.3 Test of GARCH Effects

#### Setup-Up

Samples $\{y_t\}_{t=1}^n$ are drawn from a GARCH process $y_t = \sigma_t \varepsilon_t$ and $\sigma_t^2 = \omega_0 + \delta_0 y_{t-1}^2 + \lambda_0 \sigma_{t-1}^2$ with parameter values $\omega_0 = 1$, $\lambda_0 = .6$, and $\delta_0 = 0$ or .3, where $\varepsilon_t$ is iid $N(0,1)$. The initial condition is $\sigma_0^2 = \omega_0/(1 - \lambda_0) = 2.5$. Simulation results are qualitatively similar for other values $\lambda_0 \in (0,1)$. Put $\Lambda = [.01,.99]$ with discretization $\Lambda_n \equiv \{.01 + i/(\varpi n), .01 + 2/(\varpi n), \ldots, .01 + \hat{i}_n(\varpi)/(\varpi n)\}$, where $\hat{i}_n(\varpi) \equiv \arg\max \{1 \leq i \leq \varpi n : i \leq .98\varpi n\}$, with coarseness $\varpi = 1$. Hence there are $\mathcal{N}_n \approx n - 1$ points in $\Lambda_n$. A finer grid based on $\varpi = 10$ or 100, for example, leads to improved empirical size at the 1% level for the PVOT test, and more severe size distortions for the supremum test. The cost, however, is computation time since a QML estimator and bootstrapped p-value are required for each sample. We estimate $\pi_0 = [\omega_0, \delta_0]^\prime$ by QML for fixed $\lambda \in \Lambda_n$, with criterion $Q_n(\pi, \lambda) = \sum \{\ln \sigma_t^2(\pi, \lambda) + y_t^2 / \sigma_t^2(\pi, \lambda)\}$ where $\sigma_t^2(\pi, \lambda) = \omega + \alpha y_{t-1}^2 + \lambda \sigma_{t-1}^2(\pi, \lambda)$, and $\sigma_0^2(\pi, \lambda) = \omega/(1 - \lambda)$. The estimator is $\hat{\pi}_n(\lambda) = [\hat{\omega}_n(\lambda), \hat{\delta}_n(\lambda)]' = \arg\min_{\pi \in \Pi} Q_n(\pi, \lambda)$ with space $\Pi = [.001, 2] \times [0, .99]$.

The test statistic is $T_n(\lambda) = n \hat{\delta}_n(\lambda)^2$, and the p-value approximation $\tilde{p}_{\tilde{R}, \tilde{M}}(\lambda)$ is computed by the method in Section 4.2 with $\tilde{M} = 10,000$ simulated samples of size $\tilde{R} = 25,000$.

#### Tests

We handle the nuisance parameter $\lambda$ by uniformly randomizing it on $\Lambda$; computing the PVOT; and computing sup$_{\lambda \in \Lambda} T_n(\lambda)$ and $\int_{\Lambda} T_n(\lambda) \mu(d\lambda)$, along with corresponding simulation-based

---

8 We compute $\hat{\pi}_n(\lambda)$ using Matlab R2015a’s built-in `fmincon` routine for constrained optimization, with numerical approximations for the first and second derivatives. We cease computation iterations when the numerical gradient, or the difference in the current and previous iteration of $\hat{\pi}_n(\lambda)$, is less than .0001. The initial parameter value is a uniform random uniform draw on $\Pi$. 26
bootstrapped p-values \( \hat{p}_{R,M,n}^{(s)} \) detailed in Remark 10. We also compute the PVOT with the smoothed p-value in Section 2.1, denoted PVOT-sm, due to the non-smooth p-value sample paths (Hill, 2018b, Figure E.3). Non-smoothness is due to the QML estimator, which is insensitive to very small changes in \( \lambda \) at the current sample sizes. We smooth the p-value as in (5) using the moving average \( p_{n,j}^{(s)} = 1/R_n \sum_{i=j}^{R_n+j-1} p_n(\lambda_i) \), where \( R_n \in \{40, 35, 30\} \) for \( n \in \{100, 250, 500\} \). Larger values for \( R_n \) lead to similar results, while much smaller values, e.g. \( R_{100} \leq 5 \), at small \( n \) have little impact since then smoothing is minimal and therefore not effective.

**Results**  Consult Table 3 for simulation results. The randomized test under rejects the null, and has lower size adjusted power than the remaining tests. Andrews’ (2001) proposed supremum test is highly over-sized, resulting in relatively low size adjusted power. The best tests in terms of size and size adjusted power are the PVOT and average tests. The average test tends to under reject the null at each level for sample sizes \( n \in \{100, 250\} \), and the PVOT test tends to over reject the null at the 1% level for \( n \in \{100, 250\} \). The PVOT-sm test is slightly undersized at \( n \in \{100, 250\} \) but less so that the average test. The size-adjusted power of PVOT-sm is somewhat larger than the average test at \( n = 100 \) and \( \alpha \in \{0.01, 0.05\} \), and otherwise comparable. Recall the average test has the highest weighted average power for alternatives near the null (Andrews and Ploberger, 1994), hence the PVOT tests perform on par with, or are slightly better than, an optimal test (depending on \( n \) and \( \alpha \)). Finally, the PVOT size performance suggests the asymptotic critical value is \( \alpha \). The PVOT, average and supremum tests are roughly equal in terms of computational cost due to the simulation procedure required for computing the p-value. See Remark 10.

### 5.4 Test of One Time Structural Change

**Setp-Up and Tests**  We draw samples from an AR(1) \( y_t = \beta_t y_{t-1} + \epsilon_t \), where \( \epsilon_t \) is iid \( N(0,1) \) distributed. We set \( \beta_t = \beta_0 \) for \( 1 \leq t \leq [\lambda_* n] \) and \( \beta_t = \beta_0 + \eta \) for \( t > [\lambda_* n] \), where \( \lambda_* \) is for each sample a uniform draw on \( \Lambda = [.15, .85] \). We use \( \beta_0 = .4 \) and \( \eta \in \{0, .1, .2, .4\} \) representing no break, and three break cases of increasing strength. We compute the Wald statistic \( T_n(\lambda) \) in (15) with a partitioned sample variance estimator (16). The space \( \Lambda \) is discretized with \( \Lambda_n \equiv [.15 + 1/(\varpi n), .01 + 2/(\varpi n), ..., .15 + \tilde{i}_n(\varpi)/(\varpi n)] \), where \( \tilde{i}_n(\varpi) \equiv \text{argmax}\{1 \leq i \leq \varpi n : \varpi i \leq 0.70 \varpi n\} \), with coarseness \( \varpi = 1 \). The partitioned least squares estimator \( \hat{\theta}_n(\lambda) \) exhibits volatile sample paths with sharp peaks and troughs, leading to similar paths for the p-value (see Figure E.4 in Hill, 2018b). This results in an oversized PVOT test. We therefore use the moving average smoothed p-value in (5) for a PVOT-sm test, with \( R_n \in \{40, 35, 30\} \) for \( n \in \{100, 250, 500\} \). Larger values for \( R_n \) work similarly, while much smaller values do not smooth enough to remove the size distortion. We also perform average and
supremum tests based on parametric wild bootstrapped p-value approximations, and a randomized test with a uniform draw from \( \Lambda \).

9The parametric wild bootstrap is performed as follows. Compute the restricted least squares estimator \( \hat{\beta}_n(\lambda) \equiv \sum_{i=1}^n y_{it} y_{i,t-1} / \sum_{i=1}^n y_{i,t-1}^2 \) and residuals \( \epsilon_t(b) = z_t(y_t - b y_{t-1}) \) from iid standard normal draws \( z_t \). Compute a sample \( \{y_{it}^1\}_{i=1}^n \) from the iteration \( y_{it}^1 = \epsilon_t^1(\hat{\beta}_n) \) and \( y_{it}^2 = \hat{\beta}_n y_{i,t-1}^2 + \epsilon_t^2(\hat{\beta}_n) \) for each \( t \geq 2 \), and compute the unrestricted least squares estimator \( \hat{\theta}_n(\lambda) = [\hat{\beta}_1(\lambda), \hat{\beta}_2(\lambda)]' \) \( = \arg \min_{b \in \mathbb{R}^2} \sum_{t=2}^n (y_t - \theta x_{nt}(\lambda))^2 \) for each \( \lambda \in \Lambda_n \), where \( x_{nt}(\lambda) \equiv [y_{t-1}^* I(1 \leq t \leq [\lambda n]), y_{t-1}^* I([\lambda n] + 1 \leq t \leq n)]' \). Repeat 500 times resulting in a sequence of estimates \( \{\hat{\theta}_{n,i}(\lambda)\}_{i=1}^{500} \), test statistics \( \{T_{n,i}(\lambda)\}_{i=1}^{500} \) and transforms \( h(T_{n,i}(\lambda)) \). The p-value approximation is \( 1/500 \sum_{i=1}^{500} I(h(T_{n,i}(\lambda)) > h(T_n(\lambda))) \).

**Results** Simulation results are reported in Table 4. Only the randomized and PVOT-sm tests achieve accurate size. The PVOT test is highly over-sized due to p-value volatility over \( \Lambda \). In the weak break case \( \eta = .1 \) the average and supremum tests yield trivial empirical power at each sample size \( n \), while the PVOT-sm test achieves the highest power (it is low at \( n = 100 \), but not trivial). In the stronger break case \( \eta = .2 \) the average and supremum tests perform better, but can only match about 60%-70% of the power of the PVOT-sm test. Notice the average test has better power than the supremum tests in these two cases. In the strongest break case \( \eta = .4 \) the PVOT-sm still dominates at sample sizes \( n = 100 \) and 250. At \( n = 500 \) and the 10% level the supremum test comes close, but lags behind PVOT-sm at the 1% level. Thus, only PVOT-sm achieves accurate size and can detect small parameter changes, and has the highest power across cases, typically by a large margin.

The parametric wild bootstrap, however, fails to capture nuances of the sample path \( \{\hat{\theta}_n(\lambda) : \lambda \in \Lambda\} \) ultimately due to a high degree of dispersion in the component \( \hat{\beta}_{i,n}(\lambda) \) of \( \hat{\theta}_n(\lambda) = [\hat{\beta}_{1,n}(\lambda)', \hat{\beta}_{2,n}(\lambda)']' \) with the fewest sample points. The high dispersion of \( \{\hat{\theta}_n(\lambda) : \lambda \in \Lambda\} \) across samples leads to erratic p-value sample paths for any particular sample, exemplified in Figure E.4 in Hill (2018b): sample paths under the null and alternative are calmer when \( \lambda \) is near .50, and more erratic as \( \lambda \) moves away from .50. The high dispersion makes bootstrapped sample paths \( \{\hat{\theta}_n(\lambda) : \lambda \in \Lambda\} \) under the null indistinguishable from the original estimator when a small break is present, and makes it comparatively difficult to detect larger breaks. PVOT-sm both smooths over \( \lambda \) and avoids a bootstrap step: the smoothed p-value (5) has less volatile sample paths that work well under the null and alternative, hence PVOT-sm achieves sharp size and the greatest power amongst the tests considered here. Computation time is similar to the test of omitted nonlinearity. In the case \( n = 100 \), the PVOT tests takes on average .55 seconds = .009 minutes, while average and supremum tests take 9.48 minutes.

**6 Conclusion**

Hill and Aguilar (2013) and Hill (2012) develop the p-value occupation time [PVOT] to smooth over a
tracing tuning parameter. The idea is extended here to tests when a nuisance parameter is present under the alternative, and complete asymptotic theory is developed for the first time. We show in a likelihood setting that the PVOT is a point estimate of the weighted average rejection probability of the PV test, evaluated under the null. The average is weighted over a local alternative drift parameter and the nuisance parameter. By construction, a critical value upper bound for the PVOT test is the nominal significance level $\alpha$, making computation and interpretation very simple, and much easier to perform than standard transforms like the average or supremum since these typically require a bootstrapped p-value. If the original test is consistent then so is the PVOT test. Moreover, the PVOT form of smoothing naturally accepts weak identification robust p-values, while conventionally smoothed test statistics cannot be consistently bootstrapped and therefore lead to size distortions, while a sup-p-value test has lower power. The PVOT structural break test with a moving average smoothed test statistics cannot be consistently bootstrapped and therefore lead to size distortions, while an average test for GARCH and omitted nonlinearity tests. Only the PVOT structure prompts robustness to weak identification and obtains high power: We are not aware of any other test statistic construction that allows for nuisance parameter smoothing that is both robust to weak identification and high power. We are not aware of any other test statistic construction that allows for nuisance parameter smoothing that is both robust to weak identification and not conservative.

Controlled experiments show that the PVOT test works well in diverse environments, and generally ranks on par with or is better than the average test for GARCH and omitted nonlinearity tests. Only the PVOT structure prompts robustness to weak identification and obtains high power: smoothed test statistics cannot be consistently bootstrapped and therefore lead to size distortions, while a sup-p-value test has lower power. The PVOT structural break test with a moving average smoothed p-value yields sharp size and much higher power than average and supremum tests, and requires a fraction of the computation time.

A Appendix: Proofs

Proof of Theorem 2.1 By Assumption 1, $\{T_n(\lambda)\} \Rightarrow^* \{T(\lambda)\}$ under $H_0$, a process with a version that has almost surely uniformly continuous sample paths, where $T(\lambda)$ has a continuous distribution function $F_0(c) \equiv P(T(\lambda) \leq c)$ that is not a function of $\lambda$. The continuous mapping theorem therefore yields $\{\tilde{F}_0(T_n(\lambda)) : \lambda \in \Lambda\} \Rightarrow^* \{\tilde{F}_0(T(\lambda)) : \lambda \in \Lambda\}$, where $\tilde{F}_0(c) \equiv 1 - F_0(c)$ (e.g. Billingsley, 1999, Theorem 2.7). Furthermore, $\sup_{\lambda \in \Lambda} |p_n(\lambda) - \tilde{F}_0(T_n(\lambda))| \stackrel{P}{\to} 0$ by Assumption 1.b. It follows that $\{p_n(\lambda) : \lambda \in \Lambda\} \Rightarrow^* \{\tilde{F}_0(T(\lambda)) : \lambda \in \Lambda\}$. By distribution continuity, $U(\lambda) \equiv \tilde{F}_0(T(\lambda))$ is for each $\lambda \in \Lambda$ uniformly distributed on $[0, 1]$. The continuous mapping theorem therefore yields $P_n(\alpha) = \int_\Lambda I(p_n(\lambda) < \alpha) d\lambda \overset{d}{\to} \int_\Lambda I(U(\lambda) < \alpha) d\lambda$. Now use Lemma A.1, below, to yield $P(\int_\Lambda I(U(\lambda) < \alpha) d\lambda > \alpha) \leq \alpha$ and each remaining claim. QED.

Lemma A.1. Let $\{U(\lambda) : \lambda \in \Lambda\}$ be a stochastic process where $U(\lambda)$ is distributed uniform on $[0, 1]$, and $\int_\Lambda d\lambda = 1$. Then (a) $P(\int_\Lambda I(U(\lambda) < \alpha) d\lambda > \alpha) \leq \alpha$. In particular, (b) if $U(\lambda) = U(\lambda^*) = a.s.$ $\forall \lambda \in \Lambda$ and some $\lambda^* \in \Lambda$ then $P(\int_\Lambda I(U(\lambda) < \alpha) d\lambda > \alpha) = \alpha$; and (c) if any h-tuple $\{U(\lambda_1), ..., U(\lambda_h)\}$ is jointly independent, $\lambda_i \neq \lambda_j$ for each $i \neq j$, and any $h \in \mathbb{N}$, then $\int_\Lambda I(U(\lambda) < \alpha) d\lambda = \alpha$ a.s. hence
This proves $P(\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda > \alpha) = 0$. Finally, (d) if $P(\mathcal{U}(\lambda) < \alpha, \mathcal{U}(\tilde{\lambda}) < \alpha) > \alpha^2$ for all couplets $(\lambda, \tilde{\lambda})$ on a subset of $\Lambda \times \Lambda$ with positive measure, then $P(\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda > \alpha) > 0$.

Remark 13. The key proof that $P(\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda > \alpha) \leq \alpha$ exploits a variation of the Bernstein inequalities. If we know $\mathcal{U}(\lambda)$ is perfectly dependent across $\lambda$, or $\{\mathcal{U}(\lambda_1), ..., \mathcal{U}(\lambda_h)\}$ are jointly independent, then the bound is exact.

Proof. Let $\mathcal{P} \equiv \int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda$, where $\mathcal{P} \in [0, 1]$ since $\int_{\Lambda} d\lambda = 1$. In order to prove (a), use the Chernoff bound variation of the Bernstein inequalities to yield

$$P(\mathcal{P} > \alpha) \leq \inf_{k \geq 0} \left\{ e^{-k\alpha} E\left[e^{k\mathcal{P}}\right] \right\}.$$  

Note that $E[\mathcal{P}^i] \leq E[\mathcal{P}]$ for all $i \geq 1$ due to $\mathcal{P} \in [0, 1]$. Now invoke Fubini’s theorem, the fact that $\mathcal{U}(\lambda)$ is uniformly distributed on $[0, 1]$, and $\int_{\Lambda} d\lambda = 1$ to deduce:

$$E[\mathcal{P}] = E\left[\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda\right] = \int_{\Lambda} P(\mathcal{U}(\lambda) < \alpha) d\lambda = \alpha \int_{\Lambda} d\lambda = \alpha.$$

Expanding $E[e^{k\mathcal{P}}]$ around $k = 0$, and exploiting $E[\mathcal{P}^2] \leq \alpha$, yields:

$$P(\mathcal{P} > \alpha) \leq \inf_{k \geq 0} \left\{ e^{-k\alpha} E\left[e^{k\mathcal{P}}\right] \right\} = \inf_{k \geq 0} \left\{ e^{-k\alpha} \sum_{i=0}^{\infty} \frac{1}{i!} k^i E\left[\mathcal{P}^i\right] \right\} \leq \alpha \inf_{k \geq 0} \left\{ e^{-k\alpha} \sum_{i=0}^{\infty} \frac{1}{i!} k^i \right\}.$$

Since $\alpha \in [0, 1]$ and therefore $e^{k(1-\alpha)} \geq 1$ for $k \geq 0$, trivially

$$\inf_{k \geq 0} \left\{ e^{-k\alpha} \sum_{i=0}^{\infty} \frac{k^i}{i!} \right\} = \inf_{k \geq 0} \left\{ e^{-k\alpha} e^k \right\} = \inf_{k \geq 0} e^{k(1-\alpha)} = 1.$$

This proves $P(\mathcal{P} > \alpha) \leq \alpha$ as required.

Consider (b). If $P(\mathcal{U}(\lambda) = \mathcal{U}(\lambda^*)) = 1 \forall \lambda \in \Lambda$ and some $\lambda^*$ then by uniform distributedness $P(\mathcal{P} > \alpha) = P(\mathcal{U}(\lambda^*) < \alpha) = \alpha$.

Now consider (c), and assume every $h$-tuple $\{\mathcal{U}(\lambda_1), ..., \mathcal{U}(\lambda_h)\}$ is jointly independent for arbitrary $h$ $\in$ $\mathbb{N}$, and $\lambda_i \neq \lambda_j$ for each $i \neq j$. We have by Fubini’s theorem

$$E[\mathcal{P}^2] = \int_{\lambda \neq \tilde{\lambda}} P(\mathcal{U}(\lambda) < \alpha)P(\mathcal{U}(\tilde{\lambda}) < \alpha) d\lambda d\tilde{\lambda} = \alpha^2.$$  

Since $E[\mathcal{P}] = \alpha$ by Fubini’s Theorem and uniformity of $\mathcal{U}(\lambda)$, it follows that $V[\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda] = 0$, therefore $\mathcal{P} = \alpha$ a.s.

Finally, for (d) if $P(\mathcal{U}(\lambda) < \alpha, \mathcal{U}(\tilde{\lambda}) < \alpha) > \alpha^2$ on a subset of $\Lambda \times \Lambda$ with positive measure, then $E[\mathcal{P}^2] > (E[\mathcal{P}])^2 = \alpha^2$. Since $E[\mathcal{P}^2] = E[\mathcal{P}^2|\mathcal{P}^2 > \alpha^2] + E[\mathcal{P}^2|\mathcal{P}^2 \leq \alpha^2]$, and $\mathcal{P}$ is bounded, by a variant of the second moment method $P(\mathcal{P} > \alpha) \geq (E[\mathcal{P}^2] - \alpha^2)/E[\mathcal{P}^4] > 0$. QED.

Proof of Theorem 2.2.
Claim (a). Let $H_0$ be false, and define the set of $\lambda$’s such that we reject the PV test for sample size $n$: $\Lambda_{n,\alpha} \equiv \{ \lambda \in \Lambda : p_n(\lambda) < \alpha \}$. The set $\Lambda_{n,\alpha}$ is stochastic with Lebesgue measure $\mathcal{M}_{n,\alpha}$. By construction

$$P_n^*(\alpha) = \int_{\Lambda_{n,\alpha}} I (p_n(\lambda) < \alpha) \, d\lambda + \int_{\Lambda/\Lambda_{n,\alpha}} I (p_n(\lambda) < \alpha) \, d\lambda = \int_{\Lambda_{n,\alpha}} d\lambda.$$ 

Hence $\lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) = \lim_{n \to \infty} P(\int_{\Lambda_{n,\alpha}} d\lambda > \alpha)$. Therefore $\lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) > 0$ if and only if $\lim_{n \to \infty} P(M_{n,\alpha} > \alpha) > 0$, if and only if $\lim_{n \to \infty} P(p_n(\lambda) < \alpha) > 0$ on some subset with measure greater than $\alpha$.

Claim (b). Let $\Lambda_\alpha$ denote the set of $\lambda$’s such that $\lim_{n \to \infty} P(p_n(\lambda) < \alpha) = 1$, hence $\lim_{n \to \infty} P(p_n(\lambda) < \alpha) < 1$ on $\Lambda/\Lambda_\alpha$. Then by dominated convergence $\lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) = \lim_{n \to \infty} P(\int_{\Lambda_\alpha} d\lambda + \int_{\Lambda/\Lambda_\alpha} I(p_n(\lambda) < \alpha) d\lambda > \alpha)$. If $\Lambda_\alpha$ has measure greater than $\alpha$ then $\lim_{n \to \infty} P(P_n^*(\alpha) > \alpha) = 1$. QED.

Proof of Theorem 2.4. Recall $\mathcal{R}_n = \mathcal{R}(\mathcal{N}_n)$, and $\mathcal{N}_n \to \infty$ and $\mathcal{R}_n \searrow 1$ as $n \to \infty$. Specifically $\mathcal{R}_n = 1 \forall n \geq n$ and some finite $n \in \mathbb{N}$.

We will prove

$$\frac{1}{\mathcal{N}_n - \mathcal{R}_n + 1} \sum_{j=1}^{\mathcal{N}_n - \mathcal{R}_n + 1} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) - \frac{1}{\mathcal{N}_n} \sum_{j=1}^{\mathcal{N}_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) = o_p(1) \quad (A.1)$$

$$\frac{1}{\mathcal{N}_n} \sum_{j=1}^{\mathcal{N}_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) - \frac{1}{\mathcal{N}_n} \sum_{j=1}^{\mathcal{N}_n} I \left( p_n(\lambda_j) < \alpha \right) = o_p(1). \quad (A.2)$$

Since $1/\mathcal{N}_n \sum_{j=1}^{\mathcal{N}_n} I(p_n(\lambda_j) < \alpha) \to \int_\Lambda I(p_n(\lambda) < \alpha) d\lambda$ by definition of the Riemann integral, the proof is complete.

Consider $(A.1)$, and observe that:

$$\frac{1}{\mathcal{N}_n} \sum_{j=1}^{\mathcal{N}_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) - \frac{1}{\mathcal{N}_n} \sum_{j=1}^{\mathcal{N}_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) = \frac{1}{\mathcal{N}_n} \sum_{j=N_n-N_n+2}^{N_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) - \frac{\mathcal{R}_n - 1}{\mathcal{N}_n - \mathcal{R}_n + 1} \sum_{j=1}^{N_n-N_n+1} \frac{1}{\mathcal{N}_n} \sum_{j=1}^{N_n-N_n+1} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right)$$

Use $I(\cdot) \in \{0,1\}$, $\mathcal{R}_n \searrow 1$ and $\mathcal{N}_n \to \infty$ to yield both:

$$\frac{1}{\mathcal{N}_n} \sum_{j=N_n-N_n+2}^{N_n} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) \leq \frac{\mathcal{R}_n - 1}{\mathcal{N}_n} = O \left( \frac{1}{\mathcal{N}_n} \right) = o(1)$$

$$\frac{\mathcal{R}_n - 1}{\mathcal{N}_n - \mathcal{R}_n + 1} \frac{1}{\mathcal{N}_n} \sum_{j=1}^{N_n-N_n+1} \sum_{j=1}^{N_n-N_n+1} I \left( p_{n,j}^*(\mathcal{R}_n) < \alpha \right) \leq \frac{\mathcal{R}_n - 1}{\mathcal{N}_n - \mathcal{R}_n + 1} \frac{N_n-N_n+1}{\mathcal{N}_n} \leq \frac{\mathcal{R}_n - 1}{\mathcal{N}_n - \mathcal{R}_n + 1} = o(1)$$

where the inequalities hold a.s.
Next, by assumption \( \mathcal{R}_n = 1 \forall n \geq n \) and finite \( n \in \mathbb{N} \), hence \( p_{n,j}(\mathcal{R}_n) = p_n(\lambda_j) \forall n \geq n \) by construction. This proves (A.2). \( \text{QED} \).

**Proof of Theorem 3.2.** Recall \( F_1 \) is a \( \chi^2(1) \) distribution, \( \bar{F}_1 \equiv 1 - F_1 \), and \( F_{1,v} \) is a noncentral chi-squared distribution with noncentrality \( v \). By construction \( p_n(\lambda) = \bar{F}_1(T_n(\lambda)) \).

In view of (10), under \( H_1^L \) it follows \( p_n(\lambda) \mathop{\to}^d \bar{F}_1(\mathcal{X}_b) \), a law on \([0,1]\) where \( \mathcal{X}_b \) is distributed \( F_{1,b^2c(\lambda)^2} \). Hence \( \bar{F}_1(\mathcal{X}_b) \) is skewed left for \( b \neq 0 \). Let \( \mathcal{U}_b(\lambda) \) be distributed \( \bar{F}_0(\mathcal{X}_b) \). Then \( \mathcal{U}_0(\lambda) \) is a uniform random variable, and in general \( P(\mathcal{U}_b(\lambda) \leq a) - P(\mathcal{U}_0(\lambda) \leq a) > 0 \) is monotonically increasing in \( b \) since \( P(\mathcal{U}_b(\lambda) \leq a) \to 1 \) is monotonic as \( |b| \to \infty \) for any \( a \).

Now, by construction \( \{\mathcal{U}_b(\lambda)\} \) has almost surely continuous sample paths with \( \mathcal{U}_b(\lambda) \) distributed \( F_1(\mathcal{X}_b) \). Hence under \( H_1^L \) by (10), and the continuous mapping theorem:

\[
\mathcal{P}_n^*(\alpha) = \int_{\Lambda} I(p_n(\lambda) < \alpha) d\lambda \mathop{\to}^d \int_{\Lambda} I(\mathcal{U}_b(\lambda) < \alpha) d\lambda.
\]

By construction \( \int_{\Lambda} I(\mathcal{U}_b(\lambda) < \alpha)d\lambda \geq \int_{\Lambda} I(p_n(\lambda) < \alpha)d\lambda \) with equality only if \( b = 0 \): the asymptotic occupation time of a p-value rejection \( p_n(\lambda) < \alpha \) is higher under any sequence of non-trivial local alternatives \( H_1^L : \delta_0 = b/n^{1/2}, b \neq 0 \). Further, \( \int_{\Lambda} I(\mathcal{U}_b(\lambda) < \alpha)d\lambda \to 1 \) as \( |b| \to \infty \). Hence as the local deviation from the null increases, the probability of a PVOT test rejection of \( H_1^L \) approaches one \( \lim_{n \to \infty} P(\mathcal{P}_n^*(\alpha) > \alpha) \mathop{\to}^* 1 \) for any nominal level \( \alpha \in [0,1] \). \( \text{QED} \).

**Proof of Theorem 4.3.** Since the GARCH process is stationary and has an iid error with a finite fourth moment, the claim follows from arguments in Andrews (2001, Section 4.1). \( \text{QED} \).

**Proof of Theorem 4.3.** By Theorem 4.2, the limit process of \( \{T_n(\lambda)\} \) under \( H_0 \) is \( \{T(\lambda)\} \), where \( T(\lambda) = (\max\{0,Z(\lambda)\})^2 \) and \( \{Z(\lambda)\} \) is Gaussian with covariance \( E[Z(\lambda_1)Z(\lambda_2)] = (1 - \lambda_1^2)(1 - \lambda_2^2)/(1 - \lambda_1\lambda_2) \). Define \( \bar{F}_0(c) = P(T(\lambda) \geq c) \) and \( p_n(\lambda) \equiv \bar{F}_0(T_n(\lambda)) \), the asymptotic p-value. Define \( D_n \equiv \sup_{\lambda \in \Lambda} |\hat{p}_{\mathcal{R}_n,\mathcal{M}_n,n}(\lambda) - p_n(\lambda)| \). Theorems 2.1 and 2.2 apply by Theorem 4.2. Hence, by Lemma A.2, below, and weak convergence arguments developed in the proof of Theorem 2.1, under \( H_0 \) for some uniform process \( \{\mathcal{U}(\lambda)\} \):

\[
\int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda \mathop{\to}^d \int_{\Lambda} I(p_n(\lambda) - D_n < \alpha) d\lambda \leq \int_{\Lambda} I \left( \hat{p}_{\mathcal{R}_n,\mathcal{M}_n,n}(\lambda) < \alpha \right) d\lambda \geq \int_{\Lambda} I(p_n(\lambda) + D_n < \alpha) d\lambda \mathop{\to}^d \int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda.
\]

Therefore \( \int_{\Lambda} I(\hat{p}_{\mathcal{R}_n,\mathcal{M}_n,n}(\lambda) < \alpha) d\lambda \mathop{\to}^d \int_{\Lambda} I(\mathcal{U}(\lambda) < \alpha) d\lambda \). The claim now follows from the proof of Theorem 2.1 and the fact that \( \{T(\lambda)\} \) is weakly dependent in the sense of Lemma A.1.c. \( \text{QED} \).

**Lemma A.2.** \( \sup_{\lambda \in \Lambda} |\hat{p}_{\mathcal{R}_n,\mathcal{M}_n,n}(\lambda) - p_n(\lambda)| \mathop{\to}^P 0 \) where \( \hat{p}_{\mathcal{R}_n,\mathcal{M}_n,n}(\lambda) \equiv 1/\mathcal{M}_n \sum_{i=1}^{\mathcal{M}_n} I(T_{\mathcal{R}_n,i}(\lambda) \geq T_n(\lambda)) \).

**Proof.** We first state known properties and define some terms. Assumption 1 applies to \( T_n(\lambda) \) by Theorem 4.2, where \( \{T_n(\lambda)\} \Rightarrow \{T(\lambda)\} \), \( T(\lambda) = (\max\{0,Z(\lambda)\})^2 \), and \( \{Z(\lambda)\} \) is a zero mean Gaussian process with a version that has almost surely continuous sample paths, and covariance
Hence, by two applications of the continuous mapping theorem, for each \(\tilde{R}, \tilde{M} \in \mathbb{N}\):

\[
3_{\tilde{R},i}(\lambda) \equiv (1 - \lambda^2) \sum_{j=1}^{\tilde{R}} \lambda^j Z_{j,i} \quad \text{and} \quad T_{\tilde{R},i}(\lambda) \equiv \left( \max\{0, 3_{\tilde{R},i}(\lambda)\} \right)^2 \quad \text{for} \quad i = 1, \ldots, \tilde{M}.
\]

\(3_\infty(\lambda)\) has the same functional Gaussian distribution as \(Z(\lambda)\), and therefore \((\max\{0, 3_\infty(\lambda)\})^2\) is a random draw from the distribution of \(\mathcal{T}(\lambda)\). The distribution \(\tilde{F}_0(c) \equiv P(\mathcal{T}(\lambda) \geq c)\) is continuous and not a function of \(\lambda\) under Assumption 1. Hence, the p-value is identically \(p_\lambda(\lambda) = \tilde{F}_0(\mathcal{T}_n(\lambda))\). Let \(\{\mathcal{T}_{i,\lambda}(\lambda)\}_{i=1}^{\tilde{M}}\) and \(\mathcal{T}_2(\lambda)\) be iid copies of \(\mathcal{T}(\lambda)\), and define

\[
\mathcal{T}^{(\tilde{M})}_R(\lambda) \equiv \left[ \mathcal{T}_{\tilde{R},1}(\lambda), \ldots, \mathcal{T}_{\tilde{R},\tilde{M}}(\lambda) \right]' \quad \text{and} \quad \mathcal{T}^{(\tilde{M})}_1(\lambda) \equiv \left[ \mathcal{T}_{1,1}(\lambda), \ldots, \mathcal{T}_{1,\tilde{M}}(\lambda) \right]' .
\]

The arguments in Andrews (2001, Section 4.1) for weak convergence of \(\{\mathcal{T}_n(\lambda)\}\) trivially extend to \(\mathcal{T}^{(\tilde{M})}_R(\lambda)' \quad \text{and} \quad \mathcal{T}^{(\tilde{M})}_1(\lambda)\)' in view of independence of the individual processes, and normality and smoothness of \(3_{\tilde{R},i}(\lambda)\). Specifically, there exist \(\mathcal{T}^{(\tilde{M})}_R(\lambda)\) and \(\mathcal{T}^{(\tilde{M})}_1(\lambda)\) such that:

\[
\left\{ \begin{bmatrix} \mathcal{T}^{(\tilde{M})}_R(\lambda) \\ \mathcal{T}_n(\lambda) \end{bmatrix} : \lambda \in \Lambda \right\} \Rightarrow^{*} \left\{ \begin{bmatrix} \mathcal{T}^{(\tilde{M})}_1(\lambda) \\ \mathcal{T}_2(\lambda) \end{bmatrix} : \lambda \in \Lambda \right\} \quad \text{as} \quad n \to \infty \quad \text{for each} \quad \tilde{M} \in \mathbb{N}.
\]

Hence, by two applications of the continuous mapping theorem, for each \(\tilde{M} \in \mathbb{N}\) as \(n \to \infty\):

\[
\left\{ \hat{p}_{\tilde{R},n,\tilde{M},n}(\lambda) - \tilde{F}_0(\mathcal{T}_n(\lambda)) : \lambda \in \Lambda \right\} = \left\{ \frac{1}{\tilde{M}} \sum_{i=1}^{\tilde{M}} I\left( \mathcal{T}^{(\tilde{M})}_R(i,\lambda) \geq \mathcal{T}_n(\lambda) \right) - \tilde{F}_0(\mathcal{T}_n(\lambda)) : \lambda \in \Lambda \right\}
\]

\[
\Rightarrow^{*} \left\{ \frac{1}{\tilde{M}} \sum_{i=1}^{\tilde{M}} I\left( \mathcal{T}_{i,\lambda}(\lambda) \geq \mathcal{T}_2(\lambda) \right) - \tilde{F}_0(\mathcal{T}_2(\lambda)) : \lambda \in \Lambda \right\}
\]

and

\[
\sup_{\lambda \in \Lambda} \left| \hat{p}_{\tilde{R},n,\tilde{M},n}(\lambda) - \tilde{F}_0(\mathcal{T}_n(\lambda)) \right| \overset{d}{\rightarrow} \sup_{\lambda \in \Lambda} \left| \frac{1}{\tilde{M}} \sum_{i=1}^{\tilde{M}} I\left( \mathcal{T}_{i,\lambda}(\lambda) \geq \mathcal{T}_2(\lambda) \right) - \tilde{F}_0(\mathcal{T}_2(\lambda)) \right| \quad \text{as} \quad n \to \infty.
\]

The proof is complete if we show

\[
\sup_{\lambda \in \Lambda} \left| \frac{1}{\tilde{M}} \sum_{i=1}^{\tilde{M}} I\left( \mathcal{T}_{i,\lambda}(\lambda) \geq \mathcal{T}_2(\lambda) \right) - \tilde{F}_0(\mathcal{T}_2(\lambda)) \right| \overset{d}{\rightarrow} 0 \quad \text{as} \quad \tilde{M} \to \infty,
\]

since this means \(\sup_{\lambda \in \Lambda} \left| \hat{p}_{\tilde{R},n,\tilde{M},n}(\lambda) - \tilde{F}_0(\mathcal{T}_n(\lambda)) \right|\) can be made arbitrarily close to zero in probability by choice of \(\tilde{M}\). Note that since \(\mathcal{T}_{i,\lambda}(\lambda)\) and \(\mathcal{T}_2(\lambda)\) are iid copies of \(\mathcal{T}(\lambda)\), by construction \(\tilde{F}_0(\mathcal{T}_2(\lambda))\)
\[ = E[I(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda))] | \mathcal{T}_2(\lambda)]. \]

We therefore derive a uniform LLN for

\[ \mathcal{I}_i(\lambda) \equiv I(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda)) - E[I(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda))] | \mathcal{T}_2(\lambda)]. \]

Since \((\mathcal{T}_{1,i}(\lambda), \mathcal{T}_2(\lambda))\) are iid copies of \(\mathcal{T}(\lambda)\), it follows \(E[\tilde{F}_0(\mathcal{T}_2(\lambda))] = P(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda))\) hence:

\[ E[\mathcal{I}_i(\lambda)] = P(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda)) - E[\tilde{F}_0(\mathcal{T}_2(\lambda))] = P(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda)) - P(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda)) = 0. \]

Second, \(1/\tilde{M} \sum_{i=1}^{\tilde{M}} \mathcal{I}_i(\lambda) \to^p 0\) as \(\tilde{M} \to \infty\) pointwise on \(\Lambda\) since \(\mathcal{I}_i(\lambda)\) is iid, and \(E[\mathcal{I}_i(\lambda)] = 0\).

It remains to demonstrate \(\{\mathcal{I}_i(\lambda) : \lambda \in \Lambda\}\) is stochastically equicontinuous: \(\forall (\epsilon, \eta) > 0\) there exists \(\delta > 0\) such that (see, e.g., Pollard 1984, and Billingsley 1999, Chap. 7):

\[ P \left( \sup_{\lambda, \lambda' \in \Lambda ||\lambda - \lambda'|| \leq \delta} \left| \frac{1}{\tilde{M}} \sum_{i=1}^{\tilde{M}} \left\{ \mathcal{I}_i(\lambda) - \mathcal{I}_i(\lambda') \right\} \right| > \eta \right) < \varepsilon. \]

The function \(\mathcal{I}_i : \Lambda \to [-1,1]\) is not continuous. We therefore adapt arguments developed in Arcones and Yu (1994), proof of Theorem 2.1 and Lemma 2.1, which requires the notion of the \(V\)-\(C\) subgraph class of functions, denoted \(\mathcal{V}(C)\). See Vapnik and Červonenkis (1971) and Dudley (1978, Section 7), and see Pollard (1984, Chap. II.4) for the closely related polynomial discrimination class. We use the following well known properties: \(\mathcal{V}(C)\) contains continuous functions and the indicator function; \(\mathcal{V}(C)\) contains linear combinations of \(\mathcal{V}(C)\) functions; and \(\mathcal{V}(C)\) transforms of \(\mathcal{V}(C)\) functions are in \(\mathcal{V}(C)\). Cf. Vapnik and Červonenkis (1971), Dudley (1978, Section 7) and Pollard (1990).

By using the approach of Arcones and Yu (1994), we may show that \(1/\tilde{M} \sum_{i=1}^{\tilde{M}} \mathcal{I}_i(\lambda)\) is stochastically equicontinuous. \(\mathcal{T}_{1,i}(\lambda)\) and \(\mathcal{T}_2(\lambda)\) are respectively versions of \((\max\{0, 3_{1,\infty,i}(\lambda)\})^2\) and \((\max\{0, 3_{2,\infty}(\lambda)\})^2\), where \(3_{1,\infty,i}(\lambda)\) and \(3_{2,\infty}(\lambda)\) are independent copies of \(3_{\infty}(\lambda)\), and \(3_{\infty}(\lambda) \equiv (1 - \lambda^2)^{1/2} \sum_{j=0}^{\infty} \lambda^j Z_j\) is zero mean Gaussian with the same covariance function as \(Z(\lambda)\). By construction \(3_{\infty}(\lambda)\) is continuous in \(\lambda\), hence it lies in \(\mathcal{V}(C)\). Further, \((\max\{0, \cdot\})^2\) lies in \(\mathcal{V}(C)\). Therefore \((\max\{0, 3_{\infty}(\lambda)\})^2\) lies in \(\mathcal{V}(C)\), which implies \(\mathcal{T}_{1,i}(\lambda)\) and \(\mathcal{T}_2(\lambda)\) have versions that lie in \(\mathcal{V}(C)\). Hence \(\mathcal{T}_{1,i}(\lambda) - \mathcal{T}_2(\lambda)\) has a version in \(\mathcal{V}(C)\). Therefore \(I(\mathcal{T}_{1,i}(\lambda) - \mathcal{T}_2(\lambda) \geq 0)\) has a version in \(\mathcal{V}(C)\). Moreover, the continuous transform \(\tilde{F}_0(\mathcal{T}_2(\lambda))\) lies in \(\mathcal{V}(C)\). Hence the difference \(\mathcal{I}_i(\lambda) \equiv I(\mathcal{T}_{1,i}(\lambda) \geq \mathcal{T}_2(\lambda)) - \tilde{F}_0(\mathcal{T}_2(\lambda))\) lies in \(\mathcal{V}(C)\). This, and boundedness of \(\mathcal{I}_i(\lambda)\), imply that the covering numbers with respect to the \(L_p\)-metric satisfy, for any \(p > 2\), \(\mathcal{N}(\varepsilon, \Lambda, ||\cdot||_p) < a\varepsilon^{-b}\) for all \(\varepsilon \in (0,1)\) and some \(a, b > 0\) that may depend on \(p\) (e.g. Lemma 7.13 in Dudley, 1978, and Lemma II.25 in Pollard, 1984). Further, \(\mathcal{I}_i(\lambda)\) is uniformly bounded and iid. Therefore \(\{\mathcal{I}_i(\lambda) : \lambda \in \Lambda\}\) is stochastically equicontinuous by adapting the proof of Lemma 2.1 in Arcones and Yu (1994); see especially Arcones and Yu (1994, eq. (2.13)). \(\mathcal{QED}\).
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### Table 1: Functional Form Test Rejection Frequencies

<table>
<thead>
<tr>
<th>Hyp&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Test</th>
<th>n = 100</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>n = 250</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>n = 500</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sup-&lt;i&gt;p&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td>.008&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.058</td>
<td>.108</td>
<td>.000</td>
<td>.039</td>
<td>.094</td>
<td>.009</td>
<td>.043</td>
<td>.091</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sup-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td>.004</td>
<td>.037</td>
<td>.097</td>
<td>.008</td>
<td>.041</td>
<td>.083</td>
<td>.019</td>
<td>.058</td>
<td>.096</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>aver-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.014</td>
<td>.057</td>
<td>.116</td>
<td>.007</td>
<td>.040</td>
<td>.088</td>
<td>.018</td>
<td>.071</td>
<td>.109</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rand-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td>.014</td>
<td>.056</td>
<td>.117</td>
<td>.011</td>
<td>.045</td>
<td>.094</td>
<td>.021</td>
<td>.059</td>
<td>.109</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ICM&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.001</td>
<td>.033</td>
<td>.086</td>
<td>.001</td>
<td>.014</td>
<td>.075</td>
<td>.003</td>
<td>.062</td>
<td>.086</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PVOT&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>.013</td>
<td>.056</td>
<td>.116</td>
<td>.010</td>
<td>.044</td>
<td>.092</td>
<td>.014</td>
<td>.063</td>
<td>.108</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sup-&lt;i&gt;p&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.022</td>
<td>.156</td>
<td>.251</td>
<td>.160</td>
<td>.331</td>
<td>.512</td>
<td>.354</td>
<td>.539</td>
<td>.743</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sup-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.051</td>
<td>.116</td>
<td>.211</td>
<td>.193</td>
<td>.377</td>
<td>.576</td>
<td>.412</td>
<td>.643</td>
<td>.776</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>aver-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.051</td>
<td>.221</td>
<td>.316</td>
<td>.212</td>
<td>.392</td>
<td>.586</td>
<td>.404</td>
<td>.668</td>
<td>.798</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rand-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.021</td>
<td>.133</td>
<td>.193</td>
<td>.001</td>
<td>.03</td>
<td>.114</td>
<td>.018</td>
<td>.082</td>
<td>.143</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ICM&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.001</td>
<td>.149</td>
<td>.329</td>
<td>.043</td>
<td>.330</td>
<td>.606</td>
<td>.163</td>
<td>.678</td>
<td>.809</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PVOT&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>.058</td>
<td>.224</td>
<td>.320</td>
<td>.232</td>
<td>.391</td>
<td>.604</td>
<td>.404</td>
<td>.614</td>
<td>.783</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hyp</th>
<th>Test</th>
<th>n = 100</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>n = 250</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>n = 500</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sup-&lt;i&gt;p&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.108</td>
<td>.596</td>
<td>.845</td>
<td>.925</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>sup-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.201</td>
<td>.209</td>
<td>.561</td>
<td>.685</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>aver-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.062</td>
<td>.412</td>
<td>.726</td>
<td>.888</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>rand-&lt;i&gt;T&lt;/i&gt;&lt;sub&gt;n&lt;/sub&gt;</td>
<td></td>
<td>.135</td>
<td>.592</td>
<td>.846</td>
<td>.960</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>ICM&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td>.004</td>
<td>.643</td>
<td>.866</td>
<td>.108</td>
<td>.928</td>
<td>1.00</td>
<td>.712</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PVOT&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td>.135</td>
<td>.647</td>
<td>.883</td>
<td>.957</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

---

a. <i>H</i><sub>0</sub> is <i>E</i>[ε|x] = 0. b. sup-<i>p</i><sub>n</sub> is the sup<sub>λ∈Λ</sub><i>p</i><sub>n</sub>(λ) test. c. Rejection frequency at the given level. Empirical power is not size-adjusted. d. sup-<i>T</i><sub>n</sub> e. rand-<i>T</i><sub>n</sub> is an asymptotic <i>χ</i><sup>2</sup> test based on <i>T</i><sub>n</sub>(λ) with randomized λ on [0,1]. f. The ICM test is based on critical value upper bounds in Bierens and Ploberger (1997). g. PVOT: <i>p</i>-value occupation time test.
Table 2: A. STAR Test Rejection Frequencies: Sample Size $n = 100$

<table>
<thead>
<tr>
<th></th>
<th>$H_0$: LSTAR</th>
<th>$H_1$-weak</th>
<th>$H_1$-strong</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>Strong Identification: $\beta_n = .3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sup $T_n$</td>
<td>.025</td>
<td>.094</td>
<td>.163</td>
</tr>
<tr>
<td>aver $T_n$</td>
<td>.025</td>
<td>.078</td>
<td>.135</td>
</tr>
<tr>
<td>rand $T_n$</td>
<td>.011</td>
<td>.052</td>
<td>.096</td>
</tr>
<tr>
<td>rand LF</td>
<td>.007</td>
<td>.015</td>
<td>.038</td>
</tr>
<tr>
<td>rand ICS-1</td>
<td>.013</td>
<td>.050</td>
<td>.089</td>
</tr>
<tr>
<td>sup $p_n$</td>
<td>.009</td>
<td>.039</td>
<td>.068</td>
</tr>
<tr>
<td>sup $p_n$ LF</td>
<td>.006</td>
<td>.009</td>
<td>.032</td>
</tr>
<tr>
<td>sup $p_n$ ICS-1</td>
<td>.006</td>
<td>.036</td>
<td>.061</td>
</tr>
<tr>
<td>PVOT</td>
<td>.015</td>
<td>.065</td>
<td>.124</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.007</td>
<td>.014</td>
<td>.052</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.007</td>
<td>.043</td>
<td>.073</td>
</tr>
<tr>
<td>Weak Identification: $\beta_n = 3/\sqrt{n}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sup $T_n$</td>
<td>.064</td>
<td>.155</td>
<td>.239</td>
</tr>
<tr>
<td>aver $T_n$</td>
<td>.057</td>
<td>.146</td>
<td>.219</td>
</tr>
<tr>
<td>rand $T_n$</td>
<td>.027</td>
<td>.083</td>
<td>.175</td>
</tr>
<tr>
<td>rand LF</td>
<td>.012</td>
<td>.042</td>
<td>.093</td>
</tr>
<tr>
<td>rand ICS-1</td>
<td>.012</td>
<td>.046</td>
<td>.104</td>
</tr>
<tr>
<td>sup $p_n$</td>
<td>.019</td>
<td>.087</td>
<td>.145</td>
</tr>
<tr>
<td>sup $p_n$ LF</td>
<td>.001</td>
<td>.061</td>
<td>.084</td>
</tr>
<tr>
<td>sup $p_n$ ICS-1</td>
<td>.001</td>
<td>.065</td>
<td>.085</td>
</tr>
<tr>
<td>PVOT</td>
<td>.038</td>
<td>.127</td>
<td>.196</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.015</td>
<td>.049</td>
<td>.108</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.014</td>
<td>.049</td>
<td>.107</td>
</tr>
<tr>
<td>Non-Identification: $\beta_n = \beta_0 = 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sup $T_n$</td>
<td>.066</td>
<td>.164</td>
<td>.249</td>
</tr>
<tr>
<td>aver $T_n$</td>
<td>.062</td>
<td>.148</td>
<td>.226</td>
</tr>
<tr>
<td>rand $T_n$</td>
<td>.044</td>
<td>.107</td>
<td>.186</td>
</tr>
<tr>
<td>rand LF</td>
<td>.013</td>
<td>.046</td>
<td>.115</td>
</tr>
<tr>
<td>rand ICS-1</td>
<td>.013</td>
<td>.047</td>
<td>.116</td>
</tr>
<tr>
<td>sup $p_n$</td>
<td>.018</td>
<td>.080</td>
<td>.167</td>
</tr>
<tr>
<td>sup $p_n$ LF</td>
<td>.011</td>
<td>.043</td>
<td>.083</td>
</tr>
<tr>
<td>sup $p_n$ ICS-1</td>
<td>.011</td>
<td>.044</td>
<td>.086</td>
</tr>
<tr>
<td>PVOT</td>
<td>.049</td>
<td>.134</td>
<td>.190</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.015</td>
<td>.061</td>
<td>.117</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.015</td>
<td>.057</td>
<td>.116</td>
</tr>
</tbody>
</table>

Numerical values are rejection frequency at the given level. LSTAR is Logistic STAR. Empirical power is not size-adjusted. $\sup T_n$ and $\text{aver } T_n$ tests are based on a wild bootstrapped p-value. $\text{rand } T_n$: $T_n(\lambda)$ with randomized $\lambda$ on $[1,5]$. $\sup p_n$ is the supremum p-value test where p-values are computed from the chi-squared distribution. PVOT uses the chi-squared distribution. LF implies the least favorable p-value is used, and ICS-1 implies the type 1 identification category selection p-value is used with threshold $\kappa_n = \ln(\ln(n))$. 39
Table 2: B. STAR Test Rejection Frequencies: Sample Size $n = 250$

<table>
<thead>
<tr>
<th></th>
<th>$H_0$: LSTAR</th>
<th>$H_1$-weak</th>
<th>$H_1$-strong</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1% 5% 10%</td>
<td>1% 5% 10%</td>
<td>1% 5% 10%</td>
</tr>
</tbody>
</table>

Strong Identification: $\beta_n = .3$

<table>
<thead>
<tr>
<th></th>
<th>$\sup T_n$</th>
<th>$\text{aver } T_n$</th>
<th>$\text{rand } T_n$</th>
<th>$\text{rand } \text{LF}$</th>
<th>$\text{rand } \text{ICS-1}$</th>
<th>$\sup p_n$</th>
<th>$\sup p_n \text{ LF}$</th>
<th>$\sup p_n \text{ ICS-1}$</th>
<th>$\text{PVOT}$</th>
<th>$\text{PVOT } \text{ LF}$</th>
<th>$\text{PVOT } \text{ ICS-1}$</th>
</tr>
</thead>
</table>

Weak Identification: $\beta_n = 3/\sqrt{n}$

<table>
<thead>
<tr>
<th></th>
<th>$\sup T_n$</th>
<th>$\text{aver } T_n$</th>
<th>$\text{rand } T_n$</th>
<th>$\text{rand } \text{LF}$</th>
<th>$\text{rand } \text{ICS-1}$</th>
<th>$\sup p_n$</th>
<th>$\sup p_n \text{ LF}$</th>
<th>$\sup p_n \text{ ICS-1}$</th>
<th>$\text{PVOT}$</th>
<th>$\text{PVOT } \text{ LF}$</th>
<th>$\text{PVOT } \text{ ICS-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.051 .139 .224</td>
<td>.764 .922 .957</td>
<td>.992 1.00 1.00</td>
<td>.046 .118 .215</td>
<td>.539 .779 .853</td>
<td>.969 .992 .998</td>
<td>.911 .979 .993</td>
<td>.027 .086 .169</td>
<td>.451 .695 .785</td>
<td>.911 .979 .993</td>
<td>.018 .060 .097</td>
</tr>
</tbody>
</table>

Non-Identification: $\beta_n = \beta_0 = 0$

<table>
<thead>
<tr>
<th></th>
<th>$\sup T_n$</th>
<th>$\text{aver } T_n$</th>
<th>$\text{rand } T_n$</th>
<th>$\text{rand } \text{LF}$</th>
<th>$\text{rand } \text{ICS-1}$</th>
<th>$\sup p_n$</th>
<th>$\sup p_n \text{ LF}$</th>
<th>$\sup p_n \text{ ICS-1}$</th>
<th>$\text{PVOT}$</th>
<th>$\text{PVOT } \text{ LF}$</th>
<th>$\text{PVOT } \text{ ICS-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.061 .152 .223</td>
<td>.751 .922 .956</td>
<td>1.00 1.00 1.00</td>
<td>.054 .145 .200</td>
<td>.526 .765 .849</td>
<td>.975 .996 .999</td>
<td>.925 .976 .988</td>
<td>.036 .123 .184</td>
<td>.417 .696 .803</td>
<td>.923 .977 .989</td>
<td>.008 .047 .108</td>
</tr>
</tbody>
</table>

Numerical values are rejection frequency at the given level. LSTAR is Logistic STAR. Empirical power is not size-adjusted. $\sup T_n$ and $\text{aver } T_n$ tests are based on a wild bootstrapped p-value. $\text{rand } T_n$: $T_n(\lambda)$ with randomized $\lambda$ on $[1,5]$. $\sup p_n$ is the supremum p-value test where p-values are computed from the chi-squared distribution. PVOT uses the chi-squared distribution. LF implies the least favorable p-value is used, and ICS-1 implies the type 1 identification category selection p-value is used with threshold $\kappa_n = \ln(\ln(n))$. 
Table 2: C. STAR Test Rejection Frequencies: Sample Size $n = 500$

<table>
<thead>
<tr>
<th></th>
<th>$H_0$: LSTAR</th>
<th>$H_1$-weak</th>
<th>$H_1$-strong</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td><strong>Strong Identification: $\beta_n = .3$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$sup\ T_n$</td>
<td>.029</td>
<td>.069</td>
<td>.153</td>
</tr>
<tr>
<td>$aver\ T_n$</td>
<td>.022</td>
<td>.055</td>
<td>.120</td>
</tr>
<tr>
<td>$rand\ T_n$</td>
<td>.008</td>
<td>.049</td>
<td>.098</td>
</tr>
<tr>
<td>$rand\ LF$</td>
<td>.001</td>
<td>.018</td>
<td>.042</td>
</tr>
<tr>
<td>$rand\ ICS-1$</td>
<td>.009</td>
<td>.046</td>
<td>.096</td>
</tr>
<tr>
<td>$sup\ p_n$</td>
<td>.005</td>
<td>.039</td>
<td>.078</td>
</tr>
<tr>
<td>$sup\ p_n\ LF$</td>
<td>.002</td>
<td>.010</td>
<td>.033</td>
</tr>
<tr>
<td>$sup\ p_n\ ICS-1$</td>
<td>.005</td>
<td>.039</td>
<td>.077</td>
</tr>
<tr>
<td>PVOT</td>
<td>.014</td>
<td>.055</td>
<td>.115</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.002</td>
<td>.023</td>
<td>.051</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.013</td>
<td>.058</td>
<td>.106</td>
</tr>
<tr>
<td><strong>Weak Identification: $\beta_n = 3/\sqrt{n}$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$sup\ T_n$</td>
<td>.044</td>
<td>.134</td>
<td>.184</td>
</tr>
<tr>
<td>$aver\ T_n$</td>
<td>.029</td>
<td>.125</td>
<td>.176</td>
</tr>
<tr>
<td>$rand\ T_n$</td>
<td>.032</td>
<td>.096</td>
<td>.162</td>
</tr>
<tr>
<td>$rand\ LF$</td>
<td>.009</td>
<td>.051</td>
<td>.108</td>
</tr>
<tr>
<td>$rand\ ICS-1$</td>
<td>.009</td>
<td>.051</td>
<td>.120</td>
</tr>
<tr>
<td>$sup\ p_n$</td>
<td>.020</td>
<td>.047</td>
<td>.093</td>
</tr>
<tr>
<td>$sup\ p_n\ LF$</td>
<td>.015</td>
<td>.025</td>
<td>.054</td>
</tr>
<tr>
<td>$sup\ p_n\ ICS-1$</td>
<td>.014</td>
<td>.026</td>
<td>.056</td>
</tr>
<tr>
<td>PVOT</td>
<td>.050</td>
<td>.118</td>
<td>.194</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.012</td>
<td>.053</td>
<td>.109</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.012</td>
<td>.054</td>
<td>.109</td>
</tr>
<tr>
<td><strong>Non-Identification: $\beta_n = \beta_0 = 0$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$sup\ T_n$</td>
<td>.051</td>
<td>.151</td>
<td>.196</td>
</tr>
<tr>
<td>$aver\ T_n$</td>
<td>.043</td>
<td>.136</td>
<td>.189</td>
</tr>
<tr>
<td>$rand\ T_n$</td>
<td>.047</td>
<td>.111</td>
<td>.177</td>
</tr>
<tr>
<td>$rand\ LF$</td>
<td>.006</td>
<td>.058</td>
<td>.110</td>
</tr>
<tr>
<td>$rand\ ICS-1$</td>
<td>.006</td>
<td>.058</td>
<td>.109</td>
</tr>
<tr>
<td>$sup\ p_n$</td>
<td>.032</td>
<td>.081</td>
<td>.126</td>
</tr>
<tr>
<td>$sup\ p_n\ LF$</td>
<td>.013</td>
<td>.051</td>
<td>.085</td>
</tr>
<tr>
<td>$sup\ p_n\ ICS-1$</td>
<td>.013</td>
<td>.051</td>
<td>.086</td>
</tr>
<tr>
<td>PVOT</td>
<td>.061</td>
<td>.148</td>
<td>.208</td>
</tr>
<tr>
<td>PVOT LF</td>
<td>.014</td>
<td>.058</td>
<td>.108</td>
</tr>
<tr>
<td>PVOT ICS-1</td>
<td>.013</td>
<td>.057</td>
<td>.107</td>
</tr>
</tbody>
</table>

Numerical values are rejection frequency at the given level. LSTAR is Logistic STAR. Empirical power is not size-adjusted. $sup\ T_n$ and $aver\ T_n$ tests are based on a wild bootstrapped p-value. $rand\ T_n$: $T_n(\lambda)$ with randomized $\lambda$ on $[1,5]$. $sup\ p_n$ is the supremum p-value test where p-values are computed from the chi-squared distribution. PVOT uses the chi-squared distribution. LF implies the least favorable p-value is used, and ICS-1 implies the type 1 identification category selection p-value is used with threshold $\kappa_n = ln(ln(n))$. 
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Table 3: GARCH Effects Test Rejection Frequencies

<table>
<thead>
<tr>
<th>Test</th>
<th>( n = 100 )</th>
<th>( n = 250 )</th>
<th>( n = 500 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>No GARCH Effects (empirical size)(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sup-( p_n )</td>
<td>( .000 )</td>
<td>( .000 )</td>
<td>( .000 )</td>
</tr>
<tr>
<td>sup-( T_n )</td>
<td>( .160 )</td>
<td>( .198 )</td>
<td>( .248 )</td>
</tr>
<tr>
<td>ave-( T_n )</td>
<td>( .004 )</td>
<td>( .032 )</td>
<td>( .052 )</td>
</tr>
<tr>
<td>rand-( T_n )</td>
<td>( .004 )</td>
<td>( .004 )</td>
<td>( .012 )</td>
</tr>
<tr>
<td>PVOT (^f)</td>
<td>( .015 )</td>
<td>( .059 )</td>
<td>( .096 )</td>
</tr>
<tr>
<td>PVOT-sm</td>
<td>( .014 )</td>
<td>( .062 )</td>
<td>( .102 )</td>
</tr>
</tbody>
</table>

GARCH Effects (empirical power)

<table>
<thead>
<tr>
<th>Test</th>
<th>( n = 100 )</th>
<th>( n = 250 )</th>
<th>( n = 500 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>sup-( p_n )</td>
<td>( .006 )</td>
<td>( .014 )</td>
<td>( .017 )</td>
</tr>
<tr>
<td>sup-( T_n )</td>
<td>( .848 )</td>
<td>( .934 )</td>
<td>( .934 )</td>
</tr>
<tr>
<td>ave-( T_n )</td>
<td>( .733 )</td>
<td>( .891 )</td>
<td>( .904 )</td>
</tr>
<tr>
<td>rand-( T_n )</td>
<td>( .446 )</td>
<td>( .555 )</td>
<td>( .633 )</td>
</tr>
<tr>
<td>PVOT</td>
<td>( .788 )</td>
<td>( .914 )</td>
<td>( .914 )</td>
</tr>
<tr>
<td>PVOT-sm</td>
<td>( .790 )</td>
<td>( .920 )</td>
<td>( .930 )</td>
</tr>
</tbody>
</table>

GARCH Effects (size adjusted power)

<table>
<thead>
<tr>
<th>Test</th>
<th>( n = 100 )</th>
<th>( n = 250 )</th>
<th>( n = 500 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>sup-( p_n )</td>
<td>( .006 )</td>
<td>( .014 )</td>
<td>( .017 )</td>
</tr>
<tr>
<td>sup-( T_n )</td>
<td>( .698 )</td>
<td>( .786 )</td>
<td>( .786 )</td>
</tr>
<tr>
<td>ave-( T_n )</td>
<td>( .739 )</td>
<td>( .909 )</td>
<td>( .952 )</td>
</tr>
<tr>
<td>rand-( T_n )</td>
<td>( .452 )</td>
<td>( .601 )</td>
<td>( .721 )</td>
</tr>
<tr>
<td>PVOT</td>
<td>( .774 )</td>
<td>( .902 )</td>
<td>( .902 )</td>
</tr>
<tr>
<td>PVOT-sm</td>
<td>( .786 )</td>
<td>( .931 )</td>
<td>( .951 )</td>
</tr>
</tbody>
</table>

a. The GARCH volatility process is \( \sigma_t^2 = \omega_0 + \delta_0 y_{t-1}^2 + \lambda_0 \sigma_{t-1}^2 \) with initial condition \( \sigma_0^2 = \omega_0/(1 - \lambda_0) \). The null hypothesis is no GARCH effects \( \delta_0 = 0 \), and under the alternative \( \delta_0 = .3 \). In all cases the true \( \lambda_0 = .6 \).
b. sup-\( p_n \) is the \( \sup_{\lambda \in \Lambda} p_n(\lambda) \) test. c. sup-\( T_n \) and ave-\( T_n \) tests are based on a wild bootstrapped \( p \)-value. d. Rejection frequency at the given significance level. e. rand-\( T_n \) is an asymptotic \( \chi^2 \) test based on \( T_n(\lambda) \) with randomized \( \lambda \) on \([.01,.99]\). f. PVOT: \( p \)-value occupation time test. PVOT-smooth: PVOT computed with a moving average smoothed \( p \)-value.
Table 4: Structural Break Test Rejection Frequencies

<table>
<thead>
<tr>
<th>Test</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 250</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Structural Break</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\eta = 0) (empirical size)(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sup-(p_n)^b</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>sup-(T_n)^c</td>
<td>0.017</td>
<td>0.044</td>
<td>0.067</td>
<td>0.088</td>
<td>0.022</td>
<td>0.043</td>
<td>0.003</td>
<td>0.024</td>
<td>0.051</td>
</tr>
<tr>
<td>ave-(T_n)</td>
<td>0.010</td>
<td>0.036</td>
<td>0.066</td>
<td>0.005</td>
<td>0.022</td>
<td>0.048</td>
<td>0.005</td>
<td>0.019</td>
<td>0.051</td>
</tr>
<tr>
<td>rand-(T_n)^e</td>
<td>0.190</td>
<td>0.550</td>
<td>0.106</td>
<td>0.013</td>
<td>0.053</td>
<td>0.101</td>
<td>0.012</td>
<td>0.059</td>
<td>0.098</td>
</tr>
<tr>
<td>PVOT</td>
<td>0.086</td>
<td>0.192</td>
<td>0.278</td>
<td>0.076</td>
<td>0.189</td>
<td>0.260</td>
<td>0.063</td>
<td>0.174</td>
<td>0.212</td>
</tr>
<tr>
<td>PVOT-sm</td>
<td>0.013</td>
<td>0.059</td>
<td>0.112</td>
<td>0.006</td>
<td>0.049</td>
<td>0.091</td>
<td>0.008</td>
<td>0.054</td>
<td>0.098</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weak Structural Break (\eta = .1) (empirical power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sup-(p_n)</td>
</tr>
<tr>
<td>sup-(T_n)</td>
</tr>
<tr>
<td>ave-(T_n)</td>
</tr>
<tr>
<td>rand-(T_n)</td>
</tr>
<tr>
<td>PVOT</td>
</tr>
<tr>
<td>PVOT-sm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strong Structural Break (\eta = .2) (empirical power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sup-(p_n)</td>
</tr>
<tr>
<td>sup-(T_n)</td>
</tr>
<tr>
<td>ave-(T_n)</td>
</tr>
<tr>
<td>rand-(T_n)</td>
</tr>
<tr>
<td>PVOT</td>
</tr>
<tr>
<td>PVOT-sm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strong Structural Break (\eta = .4) (empirical power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sup-(p_n)</td>
</tr>
<tr>
<td>sup-(T_n)</td>
</tr>
<tr>
<td>ave-(T_n)</td>
</tr>
<tr>
<td>rand-(T_n)</td>
</tr>
<tr>
<td>PVOT</td>
</tr>
<tr>
<td>PVOT-sm</td>
</tr>
</tbody>
</table>

---

\(^a\) The model is \(y_t = \beta_t y_{t-1} + \epsilon_t\) with parameter \(\beta_t = \beta_0\) for \(1 \leq t \leq [\lambda n]\) and \(\beta_t = \beta_0 + \eta\) for \(t > [\lambda n]\). The null hypothesis is \(H_0 : \eta = 0\). We use \(\beta_0 = .4\), and \(\eta \in \{ .1, .2 \}\) under the alternative. The change point \(\lambda\) is for each sample a uniform draw on \(\Lambda = [ .15, .85]\). b. sup-\(p_n\) is the sup\(\lambda \in \Lambda p_n(\lambda)\) test. c. sup-\(T_n\) and ave-\(T_n\) tests are based on a wild bootstrapped p-value. d. Rejection frequency at the given significance level. Empirical power is not size-adjusted. e. rand-\(T_n\) is an asymptotic \(\chi^2\) test based on \(T_n(\lambda)\) with randomized \(\lambda\) on \(\Lambda\). f. PVOT: p-value occupation time test. PVOT-sm: PVOT computed with a moving average smoothed p-value.